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ABSTRACT

This report details an investigation into the applicability of Vector-Quantised Varia-
tion Autoencoders (VQ-VAEs) for representation learning. The VQ-VAE’s represen-
tations are investigated and a novel regularisation technique involving noisy vector
quantisation is introduced. It is then shown, through a range of quantitative and
qualitative experiments, that this regularisation technique forces the VQ-VAE to learn
superior representations. A theoretical explanation into why this is the case is also
provided. In addition to this a new prior is fitted to the VQ-VAE latent space in the
form of an adapted Progressive Growing Generative Adversarial Network (PGAN)
with self attention which yields a significant reduction in training and sampling time.
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Chapter 1

Introduction

Humans are a direct and beautiful source of inspiration for the field of Artificial Intelligence (AI).
It has become clear that the biological brain relies on its structure and design as much as on its
raw compute power. The brain efficiently accesses high level thought and reason through forming
representations of abstract concepts (See Section 2.1.1) (Roy et al., 2018; Zucker, 1981). Using these
high-level representations, humans form internal models of the world, known as mental models. It is
in this constructed space that we experience the world (Ha & Schmidhuber, 2018). Models that are
constructed by abstract representations result in smaller problem state spaces and present patterns,
concepts and relations in a disentangled and simple to interpret manner (See section 2.1.1). As these
models contain representations of the dynamics and laws of the world, they serve as a simulation
that enables us to efficiently plan, to evaluate policies and to take appropriate preemptive actions for
events which are yet to occur.

The recent progress in classical deep learning tasks such as classification and language modelling
demonstrates! that Al models already extract high level representations of the world Bengio et al.
(2012). However, these models still fall significantly short of the adaptability and robustness of
biological computation. One can postulate that the explanation for this difference in adaptability
is due to the nature of the representations formed. Al representations are implicit, hidden in the
entanglement of the network. They are task-specific and the process of their construction looses a
lot of the information about the data, over-fitting to the task at hand. This is in stark contrast to
the explicit and general representations that the biological brain forms. The field of representation
learning identifies these issues and endeavours to formulate better methods to address them.
The family of techniques known as autoencoders has achieved considerable progress in this field.
Autoencoders form explicit representations of the data in the latent space, and maximise the mutual
information of the data and the representations (Vahdat & Kautz, 2020; Kingma & Welling, 2013).
The latent space created by autoencoders represents all modalities and dependencies of the data, not
just the ones relevant to a specific task.

This MSc project identifies the quality of explicit representations as a limiting factor in creating arti-
ficial mental models. It therefore aims to make progress towards forming better representations of
the world using state of the art Vector Quantised Variational Autoencoders (VQ-VAEs) (van den Oord
et al., 2017). This MSc project makes the following contributions:

1. We propose a new regularisation technique which injects uncertainty into the vector quanti-
sation step in VQ-VAEs. We show that while it has an insignificant detrimental effect on the
quality of reconstructed data instances, it dramatically improves the standard of the repre-
sentations extracted from the data. This is demonstrated through a range of quantitative and
qualitative experiments.

in order to solve these complex tasks high level representations are required.
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2. The mechanisms which result in the disentanglement and identification of data representa-
tions and generative factors for VQ-VAEs and Variational Autoencoders (VAEs) are directly
compared. Their differences and similarities are highlighted and discussed. Inspiration and
theoretical justification for improving VQ-VAEs is taken from this analysis.

3. A novel Progressive Growing Generative Adversarial Network (PGAN) with self attention is
fitted to the VQ-VAE latent space to act as a powerful generative prior. To the best of our
knowledge this is the first time the original autoregressive prior has been replaced. While
yielding sub-optimal generative results, it serves as a proof of concept and significantly re-
duces training time and computation requirements.

4. A new subset of ImageNet is created, featuring only classes with a large instance count,
keeping to the theme of animals. It serves as a bridge between the trivial and low resolution
CIFAR and MNIST datasets and the much more complicated full ImageNet. We name it
NaturallmageNet and it is stored in an open access repository so that is can be used for
educational and research purposes at Imperial College London.

5. The source code for all experiments and models is released open source on GitHub and can
be found here.

The ethics and legality of this report are considered and detailed in Section 6.2. The key factors
which arose from this study were that datasets featuring sensitive information, in the form of human
faces, were only legal to train on (and so classed as processing under the GDPR) as this work
was motivated for purely research purposes and not for commercial gain. And that shockingly the
approximated environmental impact of training the models, through indirect C'O, released into the
atmosphere, was more severe than an economy ticket return flight from London to New York (see
Section 6.2.1).



https://www.cs.toronto.edu/~kriz/cifar.html
http://yann.lecun.com/exdb/mnist/
http://www.image-net.org/
https://github.com/harrygcoppock/Individual-Project/

Chapter 2

Background

2.1 MOTIVATION

2.1.1 EVIDENCE FOR REPRESENTATION LEARNING IN THE BIOLOGICAL BRAIN

Works claiming to prove high levels of abstraction in the human brain are diverse in the stance that
is taken. Some take a complexity point of view?!, that given the brain’s known resources, of number
of neurons, number of synapses and neuron signal transmission time, the observed phenomena
of human reasoning and actions are not computationally viable unless high level representations
are formed (Tsotsos, 2017; Roy et al., 2018). These ideas stem from Zucker (1981) detailing that
“One of the strongest arguments for having explicit abstract representations is the fact that they provide
explanatory terms for otherwise difficult (if not impossible) notions”. This alludes to the widely
accepted concept that the brain constructs a hierarchy of concepts where higher level concepts are
described and constructed through a combination of lower level concepts (George, 2008; Hawkins &
George, 2006; Tsotsos, 2017)

Others detail neurological findings, for example, that individual neurons in the medial temporal lobe
(MTL) are only activated by very specific concepts, independent of the form in which this concept is
presented to the patient. An example of this phenomenon is evidence of a single neuron only firing
for a range of pictures that feature former American president Bill Clinton, but not for other images
(Roy, 2017). These neurons are named by Roy (2017) as abstract modality invariant cells and lead
to individual neurons being labeled by the high level concept that activates them, for example, the
‘Jennifer Aniston cell”’(Quiroga et al., 2005). This effect was even seen to extend to when the patient
observed words detailing the same concepts as the picture,? firing the same individual neuron in the
MTL (Quiroga et al., 2005). Similar studies on monkeys have demonstrated an invariance to viewing
angle, distance and size of the object, in neuron activity in the higher tier ventricular pathway, for
specific objects such as faces or particular food objects (Logothetis & Pauls, 1995; D I Perrett, 1982).
These findings detail a biological transform from sensory input signals to a high level concept that
allows discrete neurons to “encode abstract representations”™ of aspects of the world, in other words
evidence for representation learning in the biological brain.

2.1.2 MENTAL MODELS IN THE BIOLOGICAL BRAIN

Humans reason, make decisions and experience the world through highly abstracted representations
of our environment. When we plan actions or recall past events we do not process the world in all
its spatial and temporal complexity, rather we focus on refined abstractions which embody the key
concepts of the matter in question. What’s more, we can play around with these representations

'Termed complexity level analysis in Tsotsos (1988)
2explicitly for this example, the string “Bill Clinton”
3(Quiroga et al., 2005)
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to test our understanding and plan policies. We Imagine. Imagination is at the core of intelligence
and requires a (mental) model of the environment which we can experience and with which we can
interact. (Hassabis D, 2007; Hassabis et al., 2007; Neil Burgess, 2001; Dijkstra et al., 2017; Dentico
et al., 2014).

¢
[\
v

((c)) My Wife and My
Mother-in-law

—~
o

((a)) Kanisza triangle (b)) Hermann’s gri

Figure 2.1: Figure detailing a sample of famous illusions, demonstrating our mind’s ability to assert prior
knowledge on observations to alter what is perceived, i.e. performing inference. a) Kanisza’s triangle, a
second white triange is seen overlapping a wire framed triangle, this is not the case, with the mind wrongly
inferring the edges of the top triangle (Bradley & Petry, 1977). b) Hermann’s grid where the mind perceives
black objects at the cross hairs of the the grid despite nothing being there (Brewster, 1844). ¢) My Wife and
My Mother-in-law illusion where the brain switches between percieving an old woman, the mother-in-law
and a young woman, the wife (anonymous German postcard 1888)

The existence of the phenomenon of imagination (and dreams) is a demonstration of the presence
of mental models. Mental models are also required for a range of other observed phenomena. One
example is that what we perceive is determined by both the true input, i.e the sensory input, and
by what our brain predicts (Nortmann et al., 2013; Maus et al., 2013): our brain performs inference
so that what we experience is inferred from what is observed given our internal model of the world.
This is shown best through illusions. Three example illusions that demonstrate this effect are given
in Figure 2.1. Illusions demonstrate what is sometimes termed “unconscious inference”* where what
is experienced is a combination of what is observed and what is subconsciously expected. Most of
the time, given imperfect information, this effect is greatly beneficial to our understanding. It allows
us to generalise well and helps us to infer which are the important factors and to predict likely
consequences of events.

2.1.3 WORLD MODELS

World models is the field of research which attempts to emulate, for artificial agents, the human
brain’s ability to construct a mental model of the world. Once a model of the world has been
constructed, the agent can then train, test policies and plan in this compressed representation of
the world. Two pieces of work that have made great progress in utilising mental models, namely
Ha & Schmidhuber (2018) and more recently Hafner et al. (2019) construct spatial and temporal
representations of the task and can then train the agent fully in its own “dream” world.> Both studies
achieved (at the time) state of the art performances in a range of OpenAl gym (Brockman et al.,
2016) bench mark challenges as a result of forming these models.

Ha & Schmidhuber (2018)’s approach (which was somewhat replicated in (Hafner et al., 2019))
consisted of a VAE which learnt a compressed representation, z, of the environment at a given

4(Notredame et al., 2014)
*Once a compressed representation of the spatial and temporal dynamics of the task has been formed the
agents can be trained solely in this “imagined” world
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time step and a Long Short Term Memory (LSTM) Recurrent Neural Network (RNN) model, M,
which learnt a temporal representation of the environment. This was achieved by predicting the
next latent vector produced by the environment. The M model predicted the next latent state,
z;+1 given the current action, a;, hidden state, h;, and latent state, z; and therefore attempted to
model the dynamics of the world. The model took into account the stochasticity of the environment
by sampling from P(z;1|a:, ht,z:) with a Mixture Density Network and the level of uncertainty
quantified by a temperature parameter, 7 (similar to work done in Ha & Eck (2017)). Figure 2.2a)
details a flow chart representing model M. In figure 2.2b) the flow diagram details the controller, C,
using a combined representation of the true observed environment and M’s future predictions, but it
is important to note that the C model could also be trained purely in the M model’s predictions, i.e.
using no observation from the environment. This is what the authors refer to as dreaming.

action
VAE (V)
i z
observation ]
H\ C
world model MDN-RNN (M)

PN

h

——L 3 RNN

\ r T
a., l a, 1 Ay action
((a)) M model ((b)) Agent model

Figure 2.2: a) Flow diagram of the M model in Ha & Schmidhuber (2018). Where z is the true and
predicted latent representation of the environment and h is the hidden state of the world model. MDN is
a gaussian mixture model which given an output from the RNN and 7, a temperature parameter (measure
of uncertainty) samples a prediction for the next latent vector. It is trained to predict the next latent vector,
z¢+1, which is sampled from the environment given the current latent vector, z., the agents action, a., and
the hidden state, h;. In order to successfully do this it must model the dynamics of the world. Once the
model has been trained, it provides a stand alone simulation which the agent can imagine/dream in and
learn a good policy. b) Flow diagram of the agent model in Ha & Schmidhuber (2018). Where z is the
latent compressed representation of the environment and h is the hidden state of the world model. C is the
controller which decides on the action to take and is trained to act in a manner which results the maximum
expected future cumulative rewards (Mnih et al., 2015; Sutton & Barto, 1998)

Both (Ha & Schmidhuber, 2018; Hafner et al., 2019) use Variational Autoencoders, VAEs (please see
section 2.3) to form the compressed representations that make up the world model. As detailed in
Section 2.3, this limits the resolution of the environment that the agent can be trained on, as cur-
rently VAEs are limited to low resolution images,® preventing the application of these models to more
complex datasets. In addition to this the compressed representation is formed through minimising
the means squared error (MSE) between the input and reconstructed images. This results in the
world model, representing a lot of redundant information. Ha & Schmidhuber (2018) noted that
this resulted in details such as the texture of the walls in the game environments being unnecessarily
modelled. An example of where the MSE limitations are problematic is shown in Figure 2.3.

SHowever, very recent work by Vahdat & Kautz (2020) at Nvidia would excitingly suggest otherwise, please
see section 2.3.4

5
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Input Reconstruction

Figure 2.3: Figure detailing the input and reconstructed images from an autoencoder (Please see section
2.2.2) trained to minimise MSE. Here the autoencoder is tasked with forming a compressed representation
of a scene where a robot arm is attempting to pic up a ping pong ball. The autoencoder has failed to form
a compressed representation of the ping pong ball, arguably the most important aspect to the scene. This
demonstrates how mean squared error (MSE) has it’s limitations in forming compressed representations
of the world. Image taken from (Goodfellow et al., 2016) which was kindly provided to the authors by
Chelsea Finn.

2.2 AUTOENCODERS

2.2.1 THE MANIFOLD HYPOTHESIS

The manifold hypothesis postulates that data in the real world, that exist in high dimensional spaces,
concentrate in a much lower dimensional space, known as a manifold, which is embedded/entangled
within the high dimensional space (Bengio et al., 2012). This manifold corresponds to volumes of
space which have a high data probabilistic density, because regions in the manifold are very likely
to correspond to meaningful data points whereas points off the manifold are not. This concept can
be illustrated, for example, by imagining a high dimensional space, S which represents all possible
30 second sound snippets where each dimension represents a particular frequency of sound that is
produced at a given temporal slot. To demonstrate the presence of manifolds, we need to prove that
the volume of space corresponding to meaningful sounds, for example music, M, where M C S,
occupies a very small portion of S. To do this we can sample from the space S by creating a 30
second tune where each temporal slot is made up of a random note. The vast majority of these
snippets will sound like white noise, i.e. nothing like music. As the chances of randomly sampling
a 30 second sound snippet that sounds anything remotely like music from M is extremely small, it
proves that M must occupy an extremely small proportion of the space of S (Bengio, 2019).

2.2.2 AUTOENCODERS

Extracting meaningful representations from data is a complex and highly non linear task with
no current explicit objective function. Advances have been made however, through the family of
techniques known as autoencoders. Autoencoders perform well at this task and are faced with
the problem of manipulating a flow of information through a compressed space, known as a
“bottleneck”, with the objective of matching the output as closely as possible to the input (Kramer,
1991). In the bottle neck, the autoencoder is forced (limited by its capacity) to organise/present
the information in a manner which summaries it well so that it can be accurately mapped back to
its full complexity (Tishby et al., 2000). For example, in the context of human faces, if tasked with
summarising someone’s face, a poor strategy would be to list the first few pixel values of the image as
the information for the majority of the face would be lost and therefore could not be reconstructed.

6
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Objective to make these indistinguishable

v
Decoder

Figure 2.4: Schematic detailing a high level overview of an autoencoder. Here an image, which exists
in a very high dimensional space, is compressed to a vector, z, by an encoder which learns a highly non
linear projection from the image space onto the latent space. The decoder then learns a mapping from
this compressed representation back to the image space. Both the encoder and the decoder are trained to
minimise the reconstruction loss, or the difference between the input and reconstructed image.

A better strategy would be to list the key attributes of the person for example, gender, age, ethnicity,
emotion and pose. It is these complex concepts or representations that, under the right conditions,
the model is forced to learn.

Autoencoders consist of an encoder E() and a decoder D(), parameterised by deep neural networks,
Eo, (), Do, (). The encoder learns to project the high dimensional input, z;, onto the low dimensional
latent space. The encoder performs the task of extracting the representations or features of the data
(Bengio et al., 2012). These representations, z; exist in the latent space and as a result are often
referred to as latent vectors. The decoder then learns to map the latent representations back to the
input space. Figure 2.4 details the high level overview of the autoencoder.

Z; = E91 (a:l) (2.1)

.’i’i = D92 (Zz) (22)
Where x; is the reconstructed data. Both encoder and decoder are trained to minimise the recon-
struction loss, which is simply the difference between the input and reconstructed data. In the case
of images, this can be the mean squared error (MSE) in pixel values.

N
2
min (:z:z — Dy, (Ep, (a:i))) (2.3)
1,V2 N
Where 6,05 represent the parameters of the encoder and decoder respectively and N details the
number of samples in one minibatch.

The reconstruction loss results in the autoencoder being optimised to act as an approximate identity
function to the data (Bengio et al., 2012). This results in the model easily overfitting to the data.
This is an issue with regards to forming meaningful representations. Autoencoders have no explicit
objective to form meaningful features. Left unconstrained they can learn to map each input feature
to its own unique latent, but although this enables good reconstruction, it forms a latent space where
locations refer to data instances rather than combinations of concepts (Vincent et al., 2008). This
latent space will lack all the key attributes of a meaningful representation of the world, in that the
data manifold (see section 2.2.1) will be highly entangled in the latent space, with the majority of
the latent space failing to correspond to meaningful data points (or images), once decoded. This
results in vanilla autoencoders being a poor choice for forming world models.

2.2.3 DENOISING AUTOENCODERS

To combat the limited applicability of autoencoders to representation learning a new approach to
the training objective was taken, based on the idea that representations should be largely invariant

7



2.2. AUTOENCODERS Chapter 2. Background

to noise and corruption.” Denoising autoencoders (Vincent et al., 2008) re-frame the standard
autoencoder objective function from the identity function, detailed in Section 2.2.2, to an objective
of decorrupting the input data, with the challenge of first compressing the data through a bottle
neck. With this reformulation of the objective function, the model cannot simply learn the trivial
identity function (Vincent et al., 2008).

Objective to make these indistinguishable

&
F
—>
4 > —»
—
Figure 2.5: Schematic detailing a high-level overview of an denoising autoencoder. It takes the same
structure as an autoencoder (Figure 2.4), however the input data is first corrupted before it is compressed.

The objective to to minimise the reconstruction loss between the reconstructed data and the data before
corruption.

=

ydnuen
Decoder
Y

Figure 2.6: Schematic illustrating the manifold learning perspective of denoising autoencoders. Where the
black line represents the data manifold in high dimensional data space. x’s represent data instances, x,
which lie on the data manifold, and es represent corrupted images X which have been corrupted by some
process gp(X|x). Dotted arrows represent the model’s learned mapping, p(x|X), where g and f represent
the decoder and encoder respectively. Image taken from (Vincent et al., 2008)

Vincent et al. (2008) also explained the approach through a manifold learning perspective. Based
on the idea that corrupted images will lie in an offset position relative to the manifold in data space
and that the autoencoder is now tasked with learning a decorruption mapping from an area of low
probability or off the manifold to an area of high probability or on the manifold. This perspective is
detailed schematically in Figure 2.6. As the autoencoder first projects the data onto a compressed
representation, this compressed representation can be viewed as a “coordinate system”® for the

7i.e Mozart is still Mozart even with poor radio signal and a cat is a still a cat even if half of it’s body is
obscured.
8(Vincent et al., 2008)
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manifold, and is therefore a better representation of the patterns and variations of the data.

2.2.4 SPARSE AUTOENCODERS

Sparse Autoencoders (Hinton et al., 2012; Lee et al., 2008; Makhzani & Frey, 2013) are built on the
same principles as the well known regularisation technique, dropout. The autoencoder is sparse in
that a constraint is placed on the autoencoder, limiting the amount of active neurons at a given time.
This yields better representations as it prevents complex “co-adaption” where models rely on all of
the features of an input, resulting in over fitting and a latent space which represents data instances,
not concepts. A successful variation on the sparsity constraint which yielded state of the art feature
extraction for downstream tasks at the time, was k-sparse autoencoders (Makhzani & Frey, 2013).
Here the k highest neuron activations in the hidden layer are selected, while the other activations
are set to zero. This allowed for the explicit control of the sparsity of the model and demonstrated
a direct correlation between the level of sparsity and the quality of the extracted representations.
This can be seen in the Figure 2.7 where the learned features from the hidden layer are visualised.
Low levels of sparsity (high k values) yielded very local feature extraction, being of little use for
simple models in downstream tasks, however, increasing the value of k and making the model more
sparse resulted in more global features being extracted for each high level neuron (Makhzani & Frey,
2013). It is important to note that limiting the bottleneck to the k highest activations results in a
higher degree of compression and so favours more global feature extraction.

(d) k=10

Figure 2.7: Learned filters for varying levels of k in a k-sparse autoencoder training on the MNIST dataset.
Here we can see that the tighter the constriction on the bottle neck layer (smaller k value) the higher the
level of representation is extracted (Makhzani & Frey, 2013).

°(Hinton et al., 2012)
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2.3 VARIATIONAL AUTOENCODERS

Despite it’s name and the final formulation containing an “encoder” and a “decoder”, Variational
Autoencoders (VAEs) (Kingma & Welling, 2013) have a completely different mathematical foundation
to that of autoencoders (See Section 2.2.2) (Kingma & Welling, 2013; Doersch, 2016; Weng, 2018).
VAEs were formulated with the aim of generating new data instances, utilising methods in the field
of variational bayes. Formally, if we have some data, X, distributed by some unknown distribution
Preqi(X) we would like to learn/train a model, P,,,40:1(X), where P,,0401(X) and Py..q(X) are as
similar as possible. Generative processes often first sample from a latent distribution, the reason for
this is that the model then knows what type of data instance/structure to create, Doersch (2016)
details that when training a generative model on a dataset with complex dependencies it helps to
first decide the main concepts of the output before it is created. In that without this, the output could
consist of a scrambling of concepts, not seen in combination in the real dataset.!?. The objective is
formulated as maximising the probability that the generative model will create every data instance,
i.e. maximum likelihood!!:

P(X) = /Pg(X | z)P(z)dz (2.4)

VAE’s solve Equation 2.4 through first assuming P(z), the distribution dictating these “latent
decisions”?, to be a standard isotropic Gaussian, z ~ A(0,I), in that all the data concepts and
dependencies can be represented by a simple high dimensional Gaussian. And, rather than sample
all possible z values to compute P(X), which can be intractable in high dimensions, use a separate
function (Q)4(z|X), to sample only values of z that are likely to produce data instances. This sample
space is likely to be considerably smaller than the total z space.

The formulation now somewhat resembles the structure of an autoencoder, in that the encoder, is
Q4(z|X) and the decoder is Py(X | z). Figure 2.8 details the general structure of the vanilla VAE.

Objective to make these indistinguishable and minimize

D, Qg2 | )| FPal2))

# v .
(7]
Qg (2]x) —> E
A [=]
\ / z
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Figure 2.8: Schematic detailing the high-level structure and training principles of a VAE. The encoder takes
an input and outputs a mean, p and variance, o. This defines the approximate posterior, Q4(z|X) which
is then sampled from using the reparamaterisation trick (see section 2.3.2). This sampled vector, z is then
passed to the decoder which reconstructs the image. The VAE is trained to minimise the reconstruction
loss and the divergence between the approximate posterior and sampling prior (Dxr (Q4(z | x)||P(2)))
(Kingma & Welling, 2013)

19Take the digits 0-9, without first deciding which number to create, one may end up starting to write a 5 but
then transition to writing a 7, yielding a generated output that doesn’t resemble any data instance (Doersch,
2016)

"Following the logic that if the model can produce data instances it can also produce new, similar instances
(Doersch, 2016)

12(Doersch, 2016)
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Chapter 2. Background 2.3. VARIATIONAL AUTOENCODERS

2.3.1 VAE LOSS FUNCTION

The VAE loss function revolves around the relationship between E..gP(X | z) and P(X) (Doersch,
2016). The final VAE loss function, which we want to minimise, is detailed below:

Lvar = —Eanqy(alx) l0g Po(x | 2) + Dx1, (Qp(z | x)[|Po(2)) (2.5)

Here the first term represents the data likelihood, given latents sampled from the posterior, which
we want to maximise and the second term is a measure of the difference between the approximate
posterior and the sampling prior which we want to minimise. Equation 2.5 can be derived by starting
with wanting to minimise the difference between the estimated posterior and the true posterior (Do-
ersch, 2016; Weng, 2018). This can be achieved through minimising the Kullback-Leibler divergence,
Dy 1. (e|e) between the two distributions.

Formally we want to minimize:
Dxr (Q¢(z | x)[|[Po(z | x))
Where Py(z | x) represents the true posterior. Expanding out the Kullback-Leilber divergence yields

/Q¢z|x logid)(( ||X))dz

As P(A | B) = P(A, B)/P(B) and expanding the logs:

= /Q¢(Z | X) log CM;J(:)XP;(X)dZ

— [ @uta 130 (105 Put0) + 102 2212 )

As the probability of all z given all x is 1 ([ Q(z | x)dz = 1)

= log Py(x /Q¢ z | x) log (Z|);) Z

= log Py(x /Q¢, (z | x)log ngjfg}?;)(z)dz
= IOg Pg (X) + EZNQ¢(Z\X) |:10g Q(‘Z7P(6Z(Z|) ) log Pg (X | Z)

collapsing back into the Kullback-Leibler divergence

= log Pp(x) + Dk1, (Qy(z | X)[|Po(2)) — Ernq,(alx) log Po(x | 2)
Then rearranging yields:
log Py(x) — Dkr (Qs(2 | x)[[Po(2 | X)) = Eznq,(aix) l0g Po(x | 2) — Dxr (Qq(z | X)[|Po(2))

To create a good generative model the left hand side of the equation needs to be maximised. This
correlates to maximising the data likelihood, and minimizing the difference between the true and
approximated posterior. The advantage of this reformulation is that the left hand side (which could
not otherwise be trained via standard gradient descent techniques) is now described in terms that
can be optimised via standard gradient descent techniques (the right hand side of the equation)!3.

2.3.2 REPARAMATERISATION TRICK

The formulation of the VAE requires drawing samples, z, from the posterior and passing them to the
decoder. This is an issue when training via stochastic gradient descent as sampling from a distribution
represents a non continuous stochastic function which cannot be differentiated, preventing the back-
propagation of gradients. The reparameterisation trick allows this problem to be circumnavigated.

13This is why the VAEs loss function is often termed the evidence lower bound (ELBO) as Lvar equals the
likelihood of the data, log pe(x), plus a Kullback-Leibler divergence, which is always positive (Kingma & Welling,
2013; Doersch, 2016; Weng, 2018)

11



2.3. VARIATIONAL AUTOENCODERS Chapter 2. Background

As the posterior is constructed as a Gaussian distribution, defined by the encoder outputs (mean p
and variance o), the sampling procedure:

z~ Qg (z \ x(i)) =N (z; pu®, o’2<i)I) (2.6)
Can be reformulated as a deterministic function with a stochastic input ¢ which can be differentiated.

Z=p+0x%e 2.7)

This allows for gradients to flow back through the p and o nodes and train the encoder (Kingma &
Welling, 2013; Doersch, 2016).

2.3.3 B-VAE

B-VAE builds on VAEs by enforcing constraint on the latent space to a greater extent, with the aim of
forming better disentangled representations from the data as a direct result. This is achieved through
a slight reformulation to the objective function, so that the data likelihood is maximised but is subject
to keeping the Kullbeck-Leibler divergence between the approximate posterior and the sampling prior
below a constant, e.

maxy g Ex~pD [EZNQ¢(z|x) log Py(x | z)]

(2.8)
s.t. Dxi, (Q¢(Z | X)||P9(Z)) <€

Under the Karush—-Kuhn-Tucker (KKT) conditions (Kuhn & Tucker, 1951; Karush, 1939) Equation 2.8
can be formulated as a Lagrangian with Lagrangian multiplier 3 '#(Irina Higgins, 2017; Burgess et al.,
2018). This yields a modification of the VAE loss function, Equation 2.9'>, with the addition of the
(3 parameter. It allows for the control of the balance between prioritising reconstruction quality, data
likelihood, and quality of/ level of encouragement to form disentangled representations. The effect
is that increasing the value of 3 narrows the bottleneck, reducing the capacity of the latent space,
thereby forcing these high level concepts to be disentangled and represented in an easy to interpret
manner. Increasing the value of 8 has a drawback however, because constricting the bottleneck
results in a loss of information and therefore a reduction in data quality.

f(@,qb,ﬂ;X,Z) > ‘C(ev(b;xazaﬁ) = EQd)(Z‘X) [IOgPQ(X | Z)] - ﬁDKL (Q¢(Z ‘ X)HP(Z)) (2-9)

The Dgr (Qe(z | x)||P(z)) term can be viewed as a contractive information bottleneck. This
can be seen through investigating the conditions required to minimise it. In order to reduce
Dk, (Q4(z | x)||P(2z)) to zero for one data instance, all dimensions in the the estimated posterior
need to have y; = 0 and o, = 1 so that Qu(z | x) = N(0 | I) = P(2). This results in all data
instances being mapped to identical uniform Gaussians, therefore transmitting no information,
as the bottleneck has been squeezed so tight that it has completely shut off. In the VAE this is
prevented from occurring by the reconstruction loss term, which forces the model to balance
between reconstruction quality (keeping the information bottle neck as wide open as possible) and
the formation of meaningful representations (extent to which the bottleneck has been constricted)!®.
B-VAE explicitly controls this balance (Irina Higgins, 2017; Burgess et al., 2018).

VAEs have two additional properties that the latent space possesses: continuity, i.e two points close to-
gether in the latent space should yield similar reconstructed samples and completeness, i.e a point sam-
pled from latent space should always give a meaningful output once reconstructed Doersch (2016).
This is thanks to the Dg, (Q4(z | x)||P(2z)) squeezing the latent representation into a small space.
Burgess et al. (2018) explains that this forces the posterior distributions to overlap. As a consequence

“Due to the KKT complimentary slackness conditions both ¢ and 3 are larger than O therefore as we are
maximising a lower bound the €3 term can be dropped.(Irina Higgins, 2017; Burgess et al., 2018)

note that when 8 = 1, 2.9 becomes the standard VAE loss function

®The more similar the posterior is to the sampling prior the tighter the information bottleneck. The capacity
of the bottleneck is large when there is a large dispersion of posterior means, u; with narrow variances o;, i.e.
the bottleneck can be extremely descriptive of the data (but differs considerably from the prior), and the capacity
is small when all the means are close to zero, with large variances (resembling the sampling prior) (Burgess et al.,
2018).
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Chapter 2. Background 2.3. VARIATIONAL AUTOENCODERS

of this, if a latent vector is sampled from this overlapping area the decoder could reconstruct a data
modality from either of the two (or more) overlapping posteriors'’. In order to maximise data likeli-
hood, and minimise decoder confusion resulting from the overlap of multiple posterior distributions,
the latent space should be constructed in a manner where similar samples in the data space also
exist in similar spaces in the latent space, thereby minimising the effect of these overlaps on the
reconstruction quality. Figure 2.9 details this effect schematically.

Figure 2.9: This schematic details the effect of overlapping posteriors on the construction of the latent
space in VAEs. If a latent vector is sampled, &, such that it exists in an overlap region of two posteriors,
Q(z1 | 1) and Q(z2 | z2), the decoder can be confused about whether the sampled latent should be
decoded in a similar manner to a z1 or xz2 data instance. Therefore, to maximise the data likelihood the
encoder should construct the latent space in a manner which results in similar data instances being mapped
to similar locations.(Burgess et al., 2018)

2.3.4 NOUVEAU VAE

Nouveau(N)VAE (Vahdat & Kautz, 2020), published in July this year, details the current state of the
art generation capabilities for VAE objective based models. The work details a heavily engineered hi-
erarchical VAE which yields great results through carefully designed architecture and training meth-
ods. It builds on works which feature a deep hierarchical VAE (Kingma et al., 2016), where the
latent space is split into L groups z = {z1, 22, ...., z1. }, with the aim of lower levels representing long
range concepts (such as global structure) and higher levels representing short range concepts (such
as texture). This structure hopes to enable the latent space to be more expressive of the data. The
prior of each level is conditioned on all lower levels, therefore the prior of the model is given by
p(z) =1, p (21| z<;) *8. The approximate posterior, in addition to being conditioned on the data, z,
is also conditioned on all lower levels, Q(z | ) = [[, @ (2; | z<;, ). From this the hierarchical VAE

7The higher the value of 8 the more overlapp
181 ower levels in this formulation refer to a more constrictive latent space and so represent higher level/ long
range concepts
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2.3. VARIATIONAL AUTOENCODERS Chapter 2. Background

objective function can be derived (Vahdat & Kautz, 2020; Kingma et al., 2016):

L
Lxvas(®) 1= Eq(ze)[log P(z | 2)]-DkL (Q (21 | 2) | P (21))= Y _ Eq(z-1ja) DkL (Q (21 | T, 21) | P (21| 2<1))]

1=2

(2.10)

Where the first term is the standard data log-likelihood, the second term encourages the lowest
level approximate posterior to fit to the lowest level prior and the third term encourages the higher
tier posteriors to fit the higher tier priors, while taking into account the inter tier conditional
relationships. It is important to note that in order to train this new formulation, a new model
architecture is required. As lower levels refer to levels with a higher level of compression a bottom
up and a top down model is required, referred to as a Bidirectional Encoder. This is because the
posterior at each level is conditioned on the data and the posterior of all lower levels. The new
architecture implemented by Vahdat & Kautz (2020) is detailed in Figure 2.10.

bottom-up model

[opouwr umop-do} pareys
[epow umop-do) pareys

Figure 2.10: Schematic representing the Bidirectional encoder (i.e Q(z | x)) on the left and the generative
model (i.e P(x | z)P(z)) on the right for the NVAE. Here r represents a residual block, + represents
concatenation and h is a learnable parameter outputted by the network. Note the skip connections in the
top-down model which allows conditioning from all levels. The sampling procedure is achieved through
the reparamaterisation trick (detailed in section 2.3.2) (Kingma & Welling, 2013) (Vahdat & Kautz, 2020).

While the theory remains largely unchanged from (Kingma et al., 2016), NVAE achieves state of the
art results for non autoregressive likelihood based models through carefully designed engineering
tweaks. This demonstrates that VAEs are still a powerful tool for generation and so representation
learning tasks. It is not possible to pin down the exact reason why NVAE performs better than its
VAE counter parts, rather it can be attributed to a number of tweaks made to the model and training
procedure which all contribute in some way to the improved performance. The main point of the
paper is that VAEs have historically taken standard deep-learning architectures and training methods
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intended for other tasks such as classification, and that large improvements can be made by creating
new methods and architectures, tailored to the VAE objective. An example of this is the empirical
observation that having different architectures for the encoder and decoder yielded better results.
Figure 2.11 details the different residual blocks used for encoder and decoder. This also nicely
demonstrates the level of tuning that was implemented in the NVAE.

conv. 1x1
BN - Swish
conv. 3X3
BN - Swish
conv. 3X3

©-

(a) Residual Cell for NVAE Generative Model (b) Residual Cell for NVAE Encoder

Figure 2.11: Schematic detailing the different residual blocks for encoder b) and decoder a) which were
empirically determined to be optimal for the NVAE (Vahdat & Kautz, 2020). The decoder revolves around
depth separated convolutions with a large receptive field and the encoder is made up of standard 3x3

convolutions. BN refers to batch normalization, Swish refers to the swish activation f(u) = H% (Ra-

machandran et al., 2017) (which in combination with BN was empirically shown to be better than the more
standard ELU activations). It is important to note that these residual blocks were optimised even down to
the order in which they appeared in the block. Image taken from (Vahdat & Kautz, 2020).
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2.4. VQ-VAE Chapter 2. Background

2.4 VQ-VAE

Vector Quantised VAEs (VQ-VAEs) (van den Oord et al., 2017) match standard autoencoder struc-
tures in that they consist of an encoder and a decoder which learn a forward and a reverse mapping
from an input space onto a compressed space known as a “bottle neck”. They differ from standard
autoencoders, by replacing the continuous “bottleneck” layer with a discrete layer!®. This is achieved
through the model learning a set of K codebook vectors, ex, to which outputs from the encoder,
z.(x), are assigned via K-means clustering,?° a process known as Vector Quantisation. Through
forcing the information to be represented by the indexes of the nearest codebook vectors, a constraint
of log,(K) bits is applied to the output of the encoder, independent of z.(x) dimensionality, D
(Lancucki et al., 2020). Figure 2.12 details the high level VQ-VAE structure. The encoder outputs a
W « H % D tensor z.(x) which is then discretised to W « H codebook vector indices. A W « H % D
tensor is then passed to the decoder, a stack of W x H codebook vectors, corresponding to the
selected codebook indices. It is important to note that as this operation is not differentiable, the

encoder relies on the straight-through gradient estimator, (')zail(/x) = azail(/x) (van den Oord et al., 2017;
e q
Lancucki et al., 2020).
v,L
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Figure 2.12: Schematic detailing the VQ-VAE structure. Here we can see the encoder mapping an
image onto tensor of dimensionality (batch)xlatent_ widthxlatent_heightxcodebook_vector_dimensionaliy.
This represents latent_widthxlatent_height vectors which exist in the codebook vector space. These
are then assigned to the nearest codebook vectors via the vector quantisation operation, detailed
by the light blue circles. The data instance is now represented by a two dimensional tensor, la-
tent_widthxlatent _height, with values corresponding to indices of the vectors in the codebook. Be-
fore decoding, the corresponding codebook vectors are inserted into the latent, forming once again a
(batch)xlatent_widthxlatent_heightxcodebook vector_dimensionaliy tensor. This tensor is then decoded
back to the data space. It is important to note that vector quantisation is not a differentiable operation
therefore to train the encoder, the gradients are estimated by the straight through gradient estimator, de-
tailed by V. L

The VQ-VAE loss function has 3 components detailed in equation 2.11.

Lvq-var = log(p(x|z4(x))) + ||sglz (x)] — el[3 + Bl|ze(x)| — sgle][3 (2.11)

The first term, log(p(x|z4(x))), is the standard log likelihood, calculated through the expectation
of the reconstruction error, commonly the mean squared error (MSE) between the input and
reconstructed data. The log likelihood applies to the decoder and through the straight through
gradient estimator, to the encoder. It provides a signal by which the VQ-VAE can learn to construct
better reconstructions of the data. Because the straight through estimator skips out the discretisation
step (due to its non differentiable nature), gradient signals from the reconstruction error are not

Yvan den Oord et al. (2017) argues that real world concepts such as music, language and images are inher-
ently discrete and that logic, reason and planning are built up on discrete concepts. For example “if it rains, I
will use an umbrella”. It is therefore reasonable to think that latent representations should also be discrete

2formally, assigning to the codebook vector corresponding to z,(x);; = e where k = arg min, ||z.(x):; —
em||) (van den Oord et al., 2017)
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passed to the codebook. An additional loss is therefore required to train the codebook embedding
space. This is achieved through the second loss term, labelled by the authors as the codebook loss,
which applies only to the codebook vectors 2!. The codebook loss, ||sg[z.(x)] — e||3, is simply the
Lo loss of the euclidean distance between output vector of the encoder and the codebook vector
to which it was assigned. The gradient signals allow the codebook to alter its vectors so that they
point to the average position of all the encoder vectors which are currently mapped to them. The
third loss is the commitment loss, ||z.(x)| — sg[e]|3, and only applies to the encoder. This loss
encourages outputs from the encoder to move closer or commit to the codebook vector to which they
were assigned. van den Oord et al. (2017) explains that this confines the encoder outputs to the
embedding space which otherwise would be left unconstrained. In addition Razavi et al. (2019) adds
that it also assists with encoder-codebook assignment fluctuation, where encoder outputs frequently
switch between codebook vector assignments, complicating the decoders task and on a high level
preventing each codebook vector from acquiring a clear and well defined semantic meaning.

2.4.1 AUTOREGRESSIVE PRIOR

The VQ-VAE uses an autoregressive prior to generate new images. Fitting powerful neural net-
work priors to latent codes has yielded great improvements in VAE performance (Chen et al.,
2016). It has the benefit that latent variables sampled at test time match the training latents
more closely (compared with a static prior), resulting in the decoder producing more reasonable
outputs as it is more familiar with the sampled latent variables. In addition, it can be viewed
at the lossless compression of the latent space, as fitting the prior to the posterior results in a
latent space which matches the true distribution more closely?? (Razavi et al., 2019). The VQ-
VAE utilises Pixel autoregressive models to fit the generated latent space and serve as a powerful prior.

2.4.2 AUTOREGRESSIVE MODELS

The Pixel family (RNN, CNN, SNAIL)?? of autoregressive models work by estimating the distribution
of a collection of images?*. This distribution can then be used to generate new images that fit the
collection and can also estimate the likelihood of a newly presented image being within the distribu-
tion. The key concept is that the model scans the image, pixel by pixel, and predicts the conditional
probability of all the possible pixel values, given the context of the previously predicted pixels. To as-
sign a probability p(z) to each image, p(x) is estimated to be the product of conditional probabilities
of all the pixels in the image (van den Oord et al., 2016b;c).

p(x) = H?:zlp(mi\xl,xg, ....... , Tie1) (2.12)

Where n is the dimension of the image and p(z;|x1,z2, ....... ,x;—1) is the probability of the pixel
¢ given all previous pixels. This results in the current pixel value being predicted conditioned on
all the previous pixels which have come before, and the task can now be viewed as a sequencing
problem. It is important to note that the Pixel family models the pixel space as a discrete distribution
rather than a continuous one, and this makes it particularly useful for modeling the discrete latent
space generated by VQ-VAEs.

To implement this complex sequencing problem, with highly non linear and long range depen-
dencies, three main architectures have been suggested. The first is the PixelRNN(van den Oord
et al., 2016b), which uses methods from the Recurrent Neural Network (RNN) field of research
to address the problem. Namely a Long Short Term Memory (LSTM) (Hochreiter & Schmidhuber,
1997; Graves & Schmidhuber, 2009) recursive unit, which recursively alters a hidden state at

2The codebook loss doesn’t effect the encoder through the stop gradient, sg[], operator. Implemented in
PyTorch through the .detach() function.

22i e why should you force the latent space to take the shape of a simple gaussian? when a more complex
structure may suit/compliment the true structure of the data better.

BHere autoregressive models are explored with respect to image generation only, however, have been used to
model a range of different data modalities for example audio (van den Oord et al., 2016a)

2%or in the case of VQ-VAE a collection of latents

17



2.4. VQ-VAE Chapter 2. Background

each new input state through a series of learnt gates. Figure 2.13 details two LSTM variants
implemented in the original paper (Row LSTM and Diagonal BiLSTM). This has the benefit that the
receptive field completely encompasses all previous states in the sequence, however due to the model
having to compute each pixel likelihood at each pixel location it is extremely slow to train and sample.
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PixelCNN Row LSTM Diagonal BiLSTM

Figure 2.13: Schematic detailing the original formulations of different methods to model the conditional
dependencies in the Pixel family of autoregressive models. Here the bottom and top row represent the
input and hidden states respectively. Solid black lines detail conditional dependencies, modeled by the
architecture. Image taken from (van den Oord et al., 2016b)

The second is PixelCNNs, which rather than modelling the dependencies in the image with
recurrence, utilised convolutional operations (van den Oord et al., 2016c;b). Stacks of masked
convolutional layers yield large receptive fields, allowing the model to compete with PixelRNNs.
van den Oord et al. (2016c) achieved this through introducing a novel formulation of two convolu-
tions which when combined, result in a receptive field which encompasses all previous pixels, please
see Figure 2.14. This strategy was an improvement on PixelRNNs in that it allowed for parallelism
during training without this leading to a drop in performance (it also avoids the problem associated
with LSTMs of catastrophic forgetting (Sodhani et al., 2018)).

b s L~
/7T
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Figure 2.14: Schematic detailing the convolutional operation implemented in the reformulated Pixel CNN.
On the left is a high level overview of the convolutional operation which predicts the value of hidden
state ¢ based on the masked convolutional operation of the pixels/hiddens states of the layer below, which
through multiple layers has a (indirect) receptive field which encompasses all previous predicted pixels.
middle details an example mask for a 5x5 convolution which ensures that only the previously predicted
pixels are incorporated into the conditional prediction. bottom right shows how a novel combination of
two convolutions, one purple, one blue, can be used to circumvent the issue of the blind spot when only one
convolution is used (top right) where pixels to the right of the current position are not taken into account
in the prediction. Image taken from (van den Oord et al., 2016c)
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The final formulation of the Pixel family is PixelSnail (Chen et al., 2017). This builds on the Pix-
elCNN by combining the gated convolution architecture with self attention (Vaswani et al., 2017).
Pixel predictions are conditioned on the previous sequence of pixels through a combined operation of
convolution and attention. This yielded state of the art performance in likelihood based image gener-
ation tasks, thanks to self attention’s superior performance in modeling long range dependencies of
sequences. It is this model which was used subsequently in Razavi et al. (2019), see section 2.4.3.

2.4.3 HIERARCHICAL LATENT SPACE

Razavi et al. (2019) introduced VQ-VAE-2. VQ-VAE-2 differs from VQ-VAE in one main aspect: it
has a hierarchical space. The basic structure consists of a bottom and a top latent space, tasked
with representing local (e.g. texture) and global information (e.g. structure) respectively. Figure
2.15 depicts the high level structure of the VQ-VAE-2 along with the general training principles.
It can be useful to compare this figure with the original VQ-VAE structure detailed in Figure 2.12.
Independently focusing on short and long range patterns/structures allowed the VQ-VAE-2 to
compress data to a further extent, allowing for high resolution images to be compressed by over 30
times (Razavi et al., 2019) while maintaining all the important information.

Top Codebook
=2~ asmaanaine |:H}D
D A D
> 98
'L e 23 l 25
Zaggl) |2 > O Zagoaldd [T
8333
VL g
< ] 2
@
| a
D P s =07 £ D
Ed L By
= 113
837
Zapottom(X) | s Zabottom(X)
2408

Bottomn Codebook

Figure 2.15: Schematic detailing the VQ-VAE-2 hierarchical structure. It revolves around the same princi-
ples as the VQ-VAE, depicted in Figure 2.12 apart from that there are now two tiers, representing varying
levels of compression. The top tier is intended to extract long range concepts such as structure where as
the bottom tier is supposed to focus on short range dependencies such as texture.

When two autoregressive Pixel Snails were fitted to the top and bottom tier latent spaces, generated
images rivaled that of Generative Adversarial Networks with the added benefit of not being subject
to mode collapse as the Pixel Snails were trained via log likelihood methods (therefore tasked with
modelling the whole data distribution) (Brock et al., 2018; Razavi et al., 2019).

2.4.4 CODEBOOK LOSS REPLACEMENT

Codebook loss replacement was originally suggested as an improvement in the original VQ-VAE paper
(van den Oord et al., 2017) and implemented in (Razavi et al., 2019; Dhariwal et al., 2020). Since the
codebook loss only applies to the codebook, rather than update it with stochastic gradient techniques,
it can be simply updated with the exponential moving average of the encoder outputs. Here the
codebook vectors are updated to match the exponential moving average of the encoder output vectors
which were assigned to them during VQ. The new value of codebook vector e; at time ¢ is calculated
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Figure 2.16: Schematic detailing the hierarchical sampling procedure to generate new images. Here two
PixelCNNs conditioned on the image class (the bottom PixelCNN is also conditioned on the top latent)
sample each discrete latent one position at time, before both top and bottom latents are passed to the
decoder.

via Equation 2.13, where F(x) are the vector outputs from the encoder which were assigned to that
particular codebook vector, n! is the number of encoder output vectors assigned in that minibatch,
and ~ is a hyper-parameter which controls the rate at which the average is updated by new entries.
The value of v used universally in all VQ-VAE-2 related implementations is 0.99.
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2.4.5 FORCING THE USE OF ALL LATENT TIERS

Recently in (Dhariwal et al., 2020), it was observed that VQ-VAE-2 models often learn to rely
completely on the bottom latent. This phenomenon occurs because the bottom bottleneck is much
less restrictive on the information flow than the top tier bottleneck, and as a result the model simply
pushes all the information through the bottom latent. The reason for this is that the model can in
this way avoid the task of learning the relatively harder representation required for information to be
transferred through the top latent. This is an issue as in ignoring the top latent the VQ-VAE-2 can still
achieve very low reconstruction errors while still failing to learn the highly abstracted representations
that the top latent was intended for. This effect was also observed in this project and is detailed in
section 4.8. To combat this, Dhariwal et al. (2020) trained separate autoencoders, with different
sized latent spaces. As each had to independently achieve low reconstruction errors, each was forced
to utilise the latent space and so learned data representations appropriate to the dimensionality con-
straint. A draw back to this however may be that as they are independent, they can no longer learn
complimentary information and so information will be repeated, reducing the efficiency of the model.
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2.4.6 PREVENTING CODEBOOK COLLAPSE

Codebook collapse is when the VQ-VAE resorts to using only a small proportion of the codebook
vectors (Dhariwal et al., 2020; Lancucki et al., 2020). This is an issue as it limits the expressability
of the latent space at the bottleneck. The model often gets stuck in this sub optimal state for two
reasons: the encoder, through the commitment loss (please see Equation 2.11), is encouraged to
commit only to the codebook vectors to which it has already been assigned and therefore will not
learn to start favouring other codebook vectors which have yet to be assigned. The second reason is
that only the codebook vectors which have been assigned encoder output vectors will be updated
through Equation 2.13, therefore if a codebook vector has not been assigned an encoder output its
position in the embedding space will not change. As a result, a significant portion of the codebook
will not be utilised. We the authors observed this effect in the current project, detailed in section 4.2

Dhariwal et al. (2020) addresses this problem through “random restarts”, where the usage of each
codebook vector is monitored, and if the usage is/falls below a certain threshold, it is randomly reset
to one of the encoder outputs in that minibatch. This ensures that this codebook vector will now
have a signal to learn by and that all the codebook vectors are used.

Lancucki et al. (2020) takes a geometric approach. If the encoder outputs are smaller in norm
than the codebook vectors, then they are often trivially assigned to the smallest codebook vector,
leading to many codebook vectors not being utilised. This is shown in Figure 2.17 on the right. To
address this problem they enforce (through batch normalisation) the encoder outputs to be larger in
norm than the codebook vectors. They demonstrate this results in a better utilisation of the whole
codebook. This can be explained through the assignment now being based on the radial distance
(as opposed to just distance). Figure 2.17 geometrically details this new formulation on the left,
demonstrating how the new formulation leads to more uniform asignment.

Figure 2.17: Schematic detailing Lancucki et al. (2020)’s interpretation of the effect of the relative sizes of
the encoder outputs and the codebook vectors. Through batch normalisation if the encoder outputs are set
to have a larger norm than the codebook vectors (as seen on the left) an even distribution of assignments
can be observed. However, if encoder outputs are smaller in norm than the codebook vectors, all are
assigned to the smallest codebook vector. Image taken from (Lancucki et al., 2020)

2.4.7 SOFT-VQ-VAE

soft-VQ-VAE (Wu & Flierl, 2020), with the aim of forming better representations, combines aspects of
quantisation and denoising schemes. Bayesian optimisation is utilised to estimate the quantised based
representation of a noisy encoder output. The output of the Bayesian estimator is a combination of
all the codebook vectors in the codebook, weighted by the probability of assignment and is defined
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K
2=FElzq| 2] = Ze(k)p (e) | ze) (2.14)
k=1

The encoder outputs a noisy output along with a variance for each codebook vector. The Bayesian
estimator then assigns a probability to each of the codebook vectors, based on the codebook vector
variance and its distance from the encoder output and outputs a convex combination of them. When
tested on the MNIST data set, using a Multilayer Perceptron (MLP) architecture the soft-VQ-VAE
yielded better representations than both VQ-VAE and VAEs. This was demonstrated through a range
of downstream tasks. However, these results were not replicated when the dataset was scaled up
in complexity to the CIFAR10 dataset (32x32). In order to prevent extremely poor results of the
soft-VQ-VAE the number of codebook vectors (K) had to be reduced to 32. When this was done it
produced better representations that the standard VQ-VAE however, this standard VQ-VAE had a
codebook vector size of 512. Unfortunately, for this reason it is not possible to claim that the Bayesian
Estimator caused the improved representations. As detailed in Section 2.2.2 reducing the capacity of
the bottleneck often leads to better representations being formed and is therefore a potential source
for the improved representations. In addition, I would argue that this formulation is no longer a
VQ-VAE because discrete latents are no longer being fed to the decoder, rather the decoder receives
a continuous combination of the discrete codebook vectors. With a standard VQ-VAE the codebook
vectors represent discrete concepts which can be passed to the decoder but with soft-VQ-VAE they
are never explicitly passed to the decoder and instead form a space where a continuous set of vectors
can be sampled from and decoded (generated through Equation 2.14).

2.4.8 HIERARCHICAL QUANTISED AUTOENCODERS

During the data collection stage of this project, a new variation of the VQ-VAE was published, namely
Hierarchical Quantised Autoencoders (HQAs) (Williams et al., 2020). They too, independent to this
MSc thesis, identify deterministic quantisation to be an issue in forming representations with the
VQ-VAE. HQA adapts VQ-VAE-2 through two alterations. The first is through stochastic quantisation.
They make use of the differentiable Gumbel Softmax where the probability of an encoder output
Z.(x), being mapped to a given codebook vector e, is inversely proportional to the distance between
them. (Jang et al., 2016)

a(z = k| %) o exp— [|z.(x) — exl (2.15)

The extent of stochasticity is reduced over the course of training, through reducing the temperature
parameter of the Gumbel Softmax operation. At low temperatures the expected value from the
Gumbel Softmax becomes a hard assignment. At high temperature values the Gumbel Softmax
is a smooth distribution over the codebook vectors, resulting in the quantisation becoming a soft
assignment. The authors highlight that as z.(x) now implicitly defines the categorical distribution
over all codebook vectors, it carries more information about the data sample. Throughout training
they reduce the temperature parameter until the problem reverts to the original quantisation
assignment. This differs from the quantisation noise introduced as Contribution in this MSc thesis,
described in section 3.1, in that it gradually reduces to a hard assignment during training and it
doesn’t enforce a semantic ordering with respect to the codebook indices.

The second alteration described by Williams et al. (2020) restructures the hierarchical structure
of VQ-VAE-2 into independent VQ-VAEs which are built on top of the latent space created by the
VQ-VAE of the tier below. The structure can be seen in Figure 2.18. This is also similar to the
hierarchical structure developed in (Dhariwal et al., 2020) except that in this case the separate tiers
were built up from the raw data space every time. These two reformulations resulted in a higher
level of compression being possible for a given amount of reconstruction loss and as in (Dhariwal
et al., 2020), allow for the constraint at each tier to be enforced, yielding better representations.
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Figure 2.18: Schematic detailing the high level structure of HQA. The key difference in this formulation
over the vanilla VQ-VAE is that each layer is trained separately and is trained to minimise the MSE between
the input, whether that is an image or a latent representation, and it’s reconstruction. Image taken from
(Williams et al., 2020)

2.5 GENERATIVE ADVERSARIAL NETWORKS

Generative Adversarial Networks (GANs) are a form of generative modeling where the problem is
formulated as a zero sum game between a generator, (G, which models the data distribution, and a
discriminator, D, which estimates the probability that a sample is from the real distribution (is real)
or from a fake distribution (is fake) (Goodfellow et al., 2014; Pfau & Vinyals, 2016). The training
objective is for the discriminator to accurately distinguish between real and fake instances and for
the generator to maximise the miss classification of the discriminator i.e fool the discriminator (The
discriminator is now the objective function for the generator). As both G and D improve at their
respective tasks i.e. create more realistic data instance and get better at distinguishing between real
and fake respectively, the result is that both are faced with an ever more challenging problem. This
forces both the models to learn more complex and sophisticated aspects of the data distribution. The
basic/original objective is detailed here:

mén max Exp(data) 109D (X)] 4 Eqop(z)[1 — log(G(2))] (2.16)

Training a GAN can be a very unstable process. GANs consist of two models that are playing a
non-cooperative game with each other and due to the two models being updated independently,
there is no guarantee of convergence (to the Nash equilibrium) (Salimans et al., 2016b). In addition,
as GANs are implicit generative models, in that the model’s distribution is not seen/controlled
and that the loss function is defined by the discriminator and not by more conventional likelihood
measurements, the generator can achieve a low loss by only modelling small areas of the distribution
of the data. This is known as mode collapse, and is very easily identified as the same image is
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repeatedly produced by the generator(Salimans et al., 2016a).2°

GANs can also experience issues converging. A reason for this is that at the start of training the
generated and real distributions will be very different, this means that the two distributions may not
overlap at all, resulting in it being very easy to tell the difference between real and fake data. The
result of this is that the gradient signals fed to the generator point in random directions, making it
very hard for the generator to learn anything (Arjovsky & Bottou, 2017). To address this problem
two major orthogonal contributions to improving to GANs have been made.

The first was to use Wasserstein distance as a distance metric between the two distributions instead
of the the Jenson-Shannon divergence used in the original GAN paper (Goodfellow et al., 2014)
(Arjovsky et al., 2017). The Wasserstein distance or Earth-Mover distance re-frames the comparison
to (intuitively) what is the cost of optimally moving all the probability mass (or earth) from one
distribution to the other. Key, is that the Wasserstein metric provides continuous and useful gradient
signals no matter what the difference or distance between the two distributions is. This is extremely
helpful for GAN training as even if the discriminator (named “critic” in this case) is easily distinguish-
ing between real and fake images the generator can still learn. The difference in gradient signals
produced by two optimal discriminators (original (Equation 2.16) and Wasserstein) distinguishing
between two Gaussian distributions is demonstrated in Figure 2.19. It is clear that the Wasserstein
discriminator provides useful gradients for all areas of the one dimensional explorable space, where
as the standard GAN gradients quickly vanish/ are not useful for the majority of the search-able space.

1.0 . . T T ‘ T

— Density of real

— Density of fake

— GAN Discriminator
WGAN Critic

-0.2} P Vanishing gradients 1
_ ” in regular GAN
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Figure 2.19: Schematic detailing the different gradient signals generated from optimal discriminators
between a standard GAN with Jenson-Shannon divergence and a Wasserstein GAN (the discriminator has
been labeled a critic in this case). Here the discriminators have been tasked with distinguishing between
the blue (real) and green (fake) distributions. The teal and red lines represent the discriminator’s/critic’s
output by which the generator has to learn. Image taken from (Arjovsky et al., 2017)

BEngineering techniques can reduce the impact of model collapse such as minibatch discrimination where
variance within sampled batches is promoted(Salimans et al., 2016a) but, unlike likelihood based models, the
model is still not explicitly pushed towards modelling the full data distribution.
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The second was based on the observation that for high resolution image generation, generation was
initially a harder task than discrimination, in that the generator had a much harder time creating
realistic data instances compared to the discriminator’s task of distinguishing between them (Odena
et al., 2016). This meant that at the start of training the generator struggled to get a foot hold to
learn by, exacerbating the gradients problem discussed above. To combat this Karras et al. (2017)
developed a novel training paradigm which started the training process on low resolution images and
progressively grew the resolution of the the image and the capacity of the model throughout training.
This dramatically increased training stability and resulted in state of the art performance in a range
of image generation tasks (Karras et al., 2017). A high level overview of the Progressive Growing
GAN (PGAN) can be see in Figure 2.20.
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Figure 2.20: Progressive growing GAN training procedure, detailing the progressive addition of layers to
the discriminator (D) and generator (G) with the corresponding increase in image resolution. Note that the
X refers to the resolution of the image that the convolutional layers operate on. Image take from (Karras
et al., 2017)

Additional improvements have been made surrounding the work related to DeepMind’s BigGAN
(Brock et al., 2018) however, due to the size of the model used and the compute power required
to run, We decided not to pursue these techniques as their applicability to this project is questionable
given our limited compute resources.

2.5.1 VIDEO GENERATION

Imagination and planning require the ability to construct scenarios which are convincing representa-
tions of genuine events in the real world. This can be interpreted as the ability to generate realistic
videos. It can be achieved through training a model, such as a LSTM (Hochreiter & Schmidhuber,
1997; Graves & Schmidhuber, 2009) in a compressed representation, to model the dynamics of the
world and allow an agent to interact with this model as is done with World models (See section
2.1.3). While far from being implemented as a method for agents to imagine future scenarios, due to
little work exploring action conditioning, an important avenue to consider is the field of video GANs
as they currently yield the state of the art performance in video generation.

Despite being state of the art, successes experienced by GANs with image generation have not been
experienced with video generation. The main reason for this is the increase in data complexity. A
one second video can correspond to many hundreds of frames (or a stack of hundreds of images).
Not only does this create memory issues but it has been shown that using 3D convolutions (widthx-
heightxtime) results in a highly curved loss surface (compared to when 2D convolutions are used),
resulting in a significant drop in stochastic gradient descent optimisation efficiency (Kahembwe &
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Ramamoorthy, 2019).

Some of the most successful techniques/models that improve on the state of the art in GAN video
generation decompose the task of video generation into smaller sub tasks. Temporal GAN’s generator
consists of a temporal generator which first samples a series of conditioned latent variables, one
for each frame, representing the trajectory of the scenario, before then passing these latents to the
image generator which using these latents to produce a video (Saito et al., 2016). Temporal GAN can
be seen in the schematic in Figure 2.21. In addition to this they used Wasserstein loss for training
stability, with a novel technique named Singular Value Clipping (SVC) to ensure 1-Lipschitz constraint
by clipping all parameter values to have singular values less than or equal to one (Saito et al., 2016).
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Figure 2.21: Schematic illustrating Temporal GAN. The key feature is the two step generation, first gener-
ating the trajectory of latents and then the images/frames conditioned on these latents. Image taken from
(Saito et al., 2016)

MoCoGAN (Tulyakov et al., 2017) forms a decomposed representation of the video, made up of a
motion (Mo) subspace and a content (Co) subspace. Generation is a two stage process. First a
content vector/latent is sampled. This content vector/latent remains constant throughout the video
generation process. It is concatenated with varying motion vectors/latents at every frame stage.
These motion vectors/latents are generated by a recurrent neural network. These series of latents
are then mapped to images by a separate neural network and then subsequently stacked to form
the video. MoCoGAN produces state of the art results for low resolution videos. Figure 2.22 details
the range of freedom and control on the generated videos this configuration provides, along with
demonstrating the logic behind the architectural configuration.

Extremely deep and powerful residual models, leveraging the successes of BigGAN (Brock et al.,
2018) have applied similar architectures to the challenge of video generation (Clark et al., 2019),
achieving state of the art results in a range of complex video datasets. Along with throwing a massive
amount of compute power at the task, a new form of discriminator was developed and termed the
duel discriminator. The dual discriminator consists of a Spatial Discriminator D, which critiques
single frame’s/image’s structure and content, with frames/images being sampled at random from the
video, and a Temporal Discriminator Dt which critiques a temporally down-sampled version of the
whole video, and thereby ensures temporal coherence.

Other works have addressed the added complexity of 3D kernels discussed above by replacing the
3D kernels with lower dimensional kernel approximations (Kahembwe & Ramamoorthy, 2019). This
dramatically improves training stability, memory and computation efficiency, resulting in state of the
art performance for single GPU video generation.
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Figure 2.22: Schematic detailing the separate content and motion subspaces of MoCoGAN, illustrating how
different latent content and motion vectors can be combined to yield intuitive results. Image taken from
(Tulyakov et al., 2017)
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Figure 2.23: Schematic detailing the architect of DVDGAN. The most important part to note is the dual
discriminator, consisting of D, and Dy tasked with ensuring that samples fit the spatial and temporal
distributions of the video data. Image taken from (Clark et al., 2019)
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Contribution

3.1 NOISE INJECTION

Due to the formulation of the VQ-VAE, the codebook has no semantic structure. Codebook vectors
which lie next to one another in the codebook order are no more semantically linked than two code-
book vectors positioned far away from each other. The explanation for this is that the codebook
vectors in the latent space are randomly initialised. There is therefore no correlation between code-
book vector ordering and position. For this reason when fitting autoregressive priors on the discrete
representations for data generation, the output layer has to be made up of a depth wise softmax layer,
requiring a depth of, K (number of codebook vectors). In many cases this is as high as 512-1024.
This adds a layer of complexity to the latent space which contrasts with operating in the pixel space,
where pixel values that are of a similar value represent similar hues. Constructing representations
in this unstructured space is counter productive as in order to use these representations one must
first decipher the complicated and random relationships between the discrete latent vectors within
the codebook. The unstructured nature of this data space can therefore be viewed as entangling the
latent representations formed.

We attempted to combat this issue by employing a simple regularisation method. This method
consists of a noisy codebook vector assignment in the Vector Quantisation stage. Figure 3.2
details how we added sampled discrete Gaussian noise to the quantised codes during training. We
hypothesised that the addition of noise would force neighbouring codebook vectors to be more
semantically related than those far away from each other, as there would now be a small chance that
they could be interchanged. This can be linked to the high level explanation of why 8-VAE is an
effective method for forming well structured latent spaces, detailed in Section 2.3.3 and Figure 2.9.
Figure 3.1 compares the normal and noisy codebook vector assignment in the embedding space. It
is important to note that with this implementation we decided that codebook EMA updates should
affect the final codebook vector that was assigned (after the noise had been added). This encourages
the codebook vector which has been noisily assigned, to move towards the encoder output, thereby
directly restructuring the codebook into a more semantically smooth space. In contrast, we set the
commitment loss, as depicted in Figure 3.1, to encourage the encoder to commit to the original
codebook vector (before noise was added) in other words the mean of the noise is favoured. Without
this manipulation to the commitment loss, the encoder would receive a noisy learning signal and so
would struggle to commit to an assignment.

We found that adding noise in the quantisation stage has an additional benefit. As alluded to in
Section 2.4.6 VQ-VAEs often fall into a local optimum of not using all the codebook vectors (termed
codebook collapse). This is due to the VQ-VAE learning signals only affecting the codebook vectors
which are currently being used, therefore redundant codebook vectors are never updated and so
remain unused. As discussed in Section 2.4.5, OpenATI’s Jukebox (Dhariwal et al., 2020) combats this
through “random restarts” where if a codebook vector remains unused it is randomly set to one of the
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3.1. NOISE INJECTION

Figure 3.1: Schematic detailing standard (green) and noisy (red) vector codebook assignment in the VQ-
VAE-2 for one of the discrete latents in embedding space. Here e, represents the codebook vectors and
z.(x)represents one of the outputs from the encoder. z,(x) and z.4(x) represent the non-noisy and noisy
codebook assignments respectively. V,L is the commitment loss which encourages the encoder to map
closer to the assigned codebook vector and stop it from fluctuating between assignments.
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Figure 3.2: Schematic detailing the method to add noise to the quantisation assignment. z,(z) details the
intended quantisation, if no noise is added. e details the noise which is added. Here ¢ is sampled from a
discrete Gaussian distribution with mean 0 and variance o. z(z) details the quantised latent after the noise
has been added. Recall that the numbers refer to the indices of codebook.

encoder’s outputs. We found that our regularisation technique of adding noise in the quantisation
stage also has the effect of stopping codebook collapse. Imagine a codebook vector which is not
being used. With our approach, there is a high chance that at some point during training, due to the
quantisation noise, an encoder output will be re-assigned to it from its intended codebook vector
(this codebook vector index will equal the currently redundant index minus the quantisation noise).
Now that this codebook vector has been assigned to an encoder output it will have a signal via
the EMA update to learn by and so alter its value. Due to the iterative nature of machine learning
training, one can be confident that this will ensure that all codebook vectors are utilised and not left

out.
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3.2 FITTING A GAN PRIOR

With standard VAEs, data instances can be easily generated by sampling from the prior because the
approximate posterior has been forced to resemble the static sampling prior (Kingma & Welling,
2013; Doersch, 2016), in most cases a simple Gaussian (see section 2.3). From this it can be inferred
that the manifold occupies a large volume of the prior space. As the VQ-VAE objective lacks any
constraint to fit the approximate posterior to a sampling prior, sampling from the latent space will
not yield meaningful data instances. Therefore van den Oord et al. (2017); Razavi et al. (2019) fit a
powerful autoregressive model (PixelSNAIL (Chen et al., 2017; van den Oord et al., 2016b)) to the
latent space. The need for such a powerful model to serve as the prior is another demonstration of
the level of entanglement in the latent space, discussed in Chapter 4.

In the field of fitting models to complex distributions, GANs are also a very successful technique. It
was therefore deemed important to investigate the applicability of GANs to serve as a prior to the
learned VQ-VAE discrete latent space. In addition to this, once a mental model of the world has
been constructed, it may be used to perform a wide range of tasks, therefore, a range of generative
techniques should be compatible with it. A preliminary study was conducted, implementing a Deep
Convolutional GAN (DCGAN) (Radford et al., 2015) on each of the top and bottom latent spaces.
Despite scaling up the size of the network along with a limited hyperparameter search, the DCGANs
immediately diverged during training.! To combat this instability, two Progressive Growing GANs
(PGANs) (Karras et al., 2017), were implemented on the top and bottom latent space. The combined
effect of progressively increasing the resolution of the latents, combined with the Wasserstein loss 2
yielded a more stable structure which was able to capture the latent space dependencies®. The final
structure and training procedures are detailed in Figure 3.3. Figure 3.3a) details the progressive
growing nature of the training procedure for the PGAN fitted to the top latent space and Figure 3.3b)
details the method to condition the bottom latent on the top latent using a stack of residual blocks
with gated linear units. Each white block represents a stack of residual layers. This allowed for the
easy control of the capacity of the model in the hyper-parameter search.

Along with introducing Wasserstein loss and progressively growing the generator and discrimina-
tor/critic, there were a few other important features which we implemented which resulted in better
generated latents. The first was to condition the bottom PGAN at every structural level, as can
be seen in 3.3b)*. One can hypothesise that the reason for this high level of conditioning being
beneficial is due to the high degree of linkage between the two latents. As the VQ-VAE-2 decodes
the two latent tiers concatenated together, if the two latents are modelling slightly different data
modalities (even within the same class) this can scramble the output as the decoded image is now a
combination of concepts which do not appear together in the true distribution.

It was hypothesised that the dependencies in the latent space were even more complex and long
range than in the pixel space. To address this, inspired by (Zhang et al., 2018; Vaswani et al.,
2017), a self attention layer was added to both the top and bottom generators and discriminators in
the layer corresponding to 32x32 latents®. As in (Zhang et al., 2018), we implemented a residual
connection around the self attention layer. The output of the self attention layer is first multiplied by
a trainable scaling factor « originally set to 0. This allows for the model to (or not) gradually learn to

'The discriminator correctly classified every generated sample as fake, resulting in useless gradient signals
for the generator to learn by. This effect is detailed in section 2.5

2As in Karras et al. (2017) we use the improved Wasserstein loss, where a gradient penalty is used to enforce
the 1-Lipschitz constraint on the discriminator gradients rather than clipping the weights (Gulrajani et al., 2017).

3As detailed in section 4.7, despite significant efforts, I was unable to fit the modified PGAN to the latent
space of the vanilla VQ-VAE-2. It was only after adding the quantisation noise to the VQ-VAE-2 that the PGAN
was able to model the distribution

4Taking inspiration from the repeated adaptive instance normalization used in STYLE-GAN where the model
is conditioned on the sampled noise vector at every layer (Karras et al., 2018)

Zhang et al. (2018) found that, taking into account the memory constraints of self attention being exponen-
tial with input length, that applying it to just the 32x32 resolution layer yielded the optimal trade off between
performance and memory requirements
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Figure 3.3: Schematic detailing the final structure of the GANs which were fitted to the hierarchical discrete
latent space generated by the VQ-VAE-2. This schematic depicts a batch size of 1. a) details the progressive
growing nature of the GAN where as b) omits this to save space on the page.
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include the information from the self attention layer. It is important to note that in all experiments,
judging by the final value of ~ after training, the model heavily relied on the self attention layer.
Figure 3.4 details the structure of the self attention layer.
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e softmax self-attention

J} l r 2(x) : feature maps (o)
o [ 11 I
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Ixlconv
h(x) :

Ixlcony _l'_F

Figure 3.4: Schematic detailing the self attention layer which was implemented in the PGAN at the layer
corresponding to a latent resolution of 32x32. Here we can see the residual connection around the self
attention layer, with the learnable parameter ~, which allows the model to control the extent of influence
has attention layer has. ~ as in (Zhang et al., 2018) is set to O at the start of training, allowing the model
to slowly incorporate attention. The figure was taken and adapted from (Zhang et al., 2018)

3.3 NATURALIMAGENET

For reasons detailed in Section 4.4 a dataset with a relatively small amount of classes was required.
While CIFAR and MNIST provide exactly this, both comprise sets of inherently poor resolution images,
28x28 and 32x32 respectively. Therefore, only minimal benefits could be gained from compressing
them into a latent space, especially since the bottom tier latent space in the VQ-VAE-2 is 64x64.
Additionally, from a personal point of view, using the CIFAR and MNIST dataset is not satisfying since
the MNIST images are simply hand written figures and the CIFAR images are so granular that they
barely resemble their classes. To progress to a more complex dataset with classes, one might turn to
ImageNet. However, the draw backs with using ImageNet are:

1. There are 14 million images in the ImageNet database, comprising 1.5TiB which would be
extremely cumbersome for running quick analysis experiments and would put considerable
strain on the compute resources available.

2. The dataset is made up of 20,000 classes, with some classes comprising fewer than 100
images. This yields a very hard classification problem and prevents the visual analysis, e.g.
cluster analysis, of the learnt classifications.

3. Some of the classes are obscure, for example ‘commuter’, ‘great-nephew’ and ‘masterpiece’,
resulting in a classification that humans would be unlikely to classify correctly.

The absence of an available dataset of high resolution images with an intermediate number of classes
is an issue for the education of Machine Learning classification since this requires a more complex and
rewarding image classification dataset without the complication of a large amount of compute power
for practical classification and generative tasks. It was therefore deemed a useful allocation of time
to create a new subset of ImageNet that would match the needs of Machine Learning classification
training. Keeping with the theme of Natural images (to make the practice of classification more
rewarding), 20 classes were manually selected, each with more than 2000 data instances (roughly
the maximum number of data instances per class in ImageNet) along with a preference for interesting
and fun classes. The final selected classes are detailed in Equation 3.1 and a sample from each class

32


https://www.cs.toronto.edu/~kriz/cifar.html
http://yann.lecun.com/exdb/mnist/
http://www.image-net.org/

Chapter 3. Contribution 3.3. NATURALIMAGENET

is shown in Figure 3.5.

[African Elephant’, ‘Brown Bear’, ‘Chameleon’, ‘Dragonfly’,‘Kingfisher’, ‘Giant Panda’, ‘Gorilla’, ‘Hawk’,
‘King Penguin’, ‘Koala’, ‘Ladybug’, ‘Lion’, ‘Meerkat’, ‘Orangutan’, ‘Peacock’, ‘Red Fox’, ‘Snail’, ‘Tiger’,

‘Deer’, ‘White Rhino’]
(3.1
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! gyt

‘((a)) Afriéan Ele- ((b)) Hawk ((e)) Peacock But- ((d)) King Pen-
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Figure 3.5: 4x5 grid of images representing the subset of ImageNet, NaturallmageNet. Each image is a
sample from each of the 20 classes.
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Chapter 4

Experimental Results and Discussion

4.1 BRITTLENESS OF LATENT SPACE

When forming a mental model of the world it is important that the representations which form this
model are robust. In that all the areas of the mental model have some interpretable meaning. This
allows for easy interaction with the mental model, allowing for easy interpretation of the world.

We found that the latent space created by the vanilla VQ-VAE was extremely brittle to noise,
in that a slight random perturbation of a data instance representation in latent space could
completely scramble the image once decoded. This effect is illustrated in Figure 4.1. In addition
to highlighting the fragility of the VQ-VAE latent space, this observation also gives us an insight
into the condition of the data manifold within the latent space. We saw that any slight deviation
from a data instance in the latent space resulted in a new point that would no longer lie on the
manifold. This suggests that the manifold still occupies a very small volume in the latent space.
This contrasts with the latent space of a 3-VAE where the manifold densely occupies the prior.
Instead the VQ-VAE manifold is thinly drawn out over the latent space, much like some high
dimensional spaghetti. Next we repeated the experiment to the VQ-VAE2 latent space, but this time
the VQ-VAE-2 was trained with quantisation noise (See section 3.1), this time, as shown in Figure
4.1 the perturbation had little effect on the quality of the decoded images. While this doesn’t help us
conclude anything about the structure of the data manifold, it does show that the representations
are relatively more robust, and that the manifold is somewhat wider compared to the vanilla VQ-VAE.

@) (©)

Figure 4.1: Investigation into the brittleness of the latent space of VQ-VAE. a) Unperturbed decoded image
from the CelebA dataset b) decoded image after the addition of a small perturbation to the latent space
of the Vanilla VQ-VAE c) A repeat of experiment b) but with the latent space created with a VQ-VAE with
quantisation noise injected (¢ = 1.0)
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4.2 LEARNED CODEBOOK STRUCTURE

As detailed in section 2.4 the VQ-VAE contains a codebook with 512 codebook vectors for each
tiered latent space. Encoder vector outputs are then assigned to each of these codebook vectors
according to K-means clustering and it is then a combination of codebook vectors which is passed to
the decoder. Initially the codebook vectors are randomly initiated in space, but are then iteratively
updated to equal the exponential moving average of the encoder output vectors which were assigned
to them (Please see equation 2.13). As training progresses and the model learns to reconstruct input
data to a higher likelihood, the codebook vector structure will change into a configuration which
better represents the data. As it is the codebook vectors which are finally passed to the decoder, these
codebook vectors represent the discrete data concepts which when combined in some pattern accu-
rately capture the main features of the data instance. Investigating the learnt codebook structures is
therefore an important practice to gain an insight into what type of representations are being formed.

Much like in natural language processing, the codebook vectors’ position in high dimensional
space encodes some form of a high level concept (Bengio et al., 2000; Rumelhart et al., 1986)
that the autoencoder has learnt. Their position relative to one another can be inferred as some
form of semantic similarity or difference. To investigate the structure of the high-dimensional
codebook that the VQ-VAE has learnt, we used Principle Component Analysis, PCA, to perform
dimensionality reduction and to project the codebook vectors onto a 2D plane. Figure 4.2 details the
PCA projections of the bottom tier (left) and top tier (right) codebooks with an increasing amount
of injected quantisation noise. Plots a) and b) represent the learned codebooks when no noise is
injected. Looking at these plots we can see that for the standard VQ-VAE-2 codebook projections,
a codebook’s index has no correlation with its position in the embedding space since the different
indices (represented by different coloured points in the PCA diagrams) are jumbled together in the
latent space. Therefore we can infer that there is no semantic structure for the codebook vectors,
in that a codebook’s index has no correlation with its position in the embedding space, and so no
correlation to high level meaning. In addition, for the top codebook, a significant proportion of
codebook vectors have a value of 0, as a result of not being utilised. This is evidence of codebook
collapse a phenomenon detailed in section 2.4.6. This happens because if a codebook vector is not
currently being used, in this VQ-VAE formulation, its value will never be updated to a space where
encoder outputs are likely to be mapped to it, and so no encoder output will be encouraged to
commit to it. This is a problem as detailed in section 2.4.6 that limits the VQ-VAE’s expressability
resulting in a sub-optimal, local minimum.

Figures, 4.2 ¢) and d) demonstrate the effect of the injection of a small amount of noise (¢ = 0.2) into
the assignment stage in VQ, a process detailed in Section 3.1. It can be seen that two improvements
to the codebooks occur. Firstly, although the global structure remains roughly the same (i.e. the
distribution of codebook vectors remains relatively uniform), a gradient of colour and so gradient of
index is observed. This means that now the codebook has learnt a structure where codebook vectors
that are close to each other in ordering have a similar effect to each other once decoded (in other
words: adjacent vectors, in codebook ordering, are more likely to have a similar meaning to each
other). This simplifies the job for the prior in that if its output is slightly off (e.g. codebook index
203 is selected over 202) this will result in only a minor change to the output, instead of scrambling
the decoded output as it would have done without the injected noise. As the prior operates in the
discrete latent space of codebook indices (van den Oord et al., 2017; Razavi et al., 2019; Dhariwal
et al., 2020) this process can be viewed as increasing the level of disentanglement of the manifold in
the latent space. Within this latent space, with the addition of quantisation noise, concepts linearly
change, rather than being completely random as they had been when the job of determining the
structure or language of the codebook was left entirely to the prior without noise injection. The
second benefit is that codebook collapse has been prevented. This can be seen in Figure 4.2 c¢) and d)
where all the codebooks have been assigned to a value. The explanation behind this effect is that
with the injected noise, there is a chance that an encoder vector’s assignment will be nosily assigned
to a non intented codebook vector. This noisy assignment may point towards a codebook vector
that is not currently being used. This provides a foothold, or signal by which the codebook vector
can change and adapt to the encoder outputs and as a result be used in future batches.(Please see
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Section 2.4.6 for a full explanation).

If more noise is added (¢ = 1.5), as seen in Figures 4.2 e) and d) a complex structure is formed in
both Top and Bottom latent spaces. Some form of semantic ordering has been constructed, with
the bottom codebook forming a type of tertiary structure. We hypothesise that the addition of the
constraint of vector quantisation noise has forced the model to learn a complex codebook structure,
one which might represent the higher level concepts of the data. The folding structure observed
in 4.2e) is particularly interesting and it can be speculated that the reason for this structure is that
as the representations start to differ with the codebook ordering, there is a re-surge of similarity,
detailed in the fold, before then again becoming more different. This is something which can
subjectively be seen in high level concepts. An example of this could be human hair, very loosely,
female blonde hair is similar in many ways to male blonde hair but it is also similar to female
brunette hair, female brunette hair is very different from male blonde hair. This then might result in
a manifold where different colours of female hair are arranged adjacent to each other consecutively
along the manifold which is also folded back on itself so that the points in space corresponding to
male and female blonde hair can also be close to each other in some fashion. This can be likened
to the tertiary structure of proteins which, given the sequence of amino acids, and the manner in
which they repel and attract, form complex folds and twists which allow them to undertake their task.

4.3 LATENT INTERPOLATION

Latent Interpolation is defined as the ability of a model to mix the latent codes of two datapoints,
resulting in a point in latent space lying between the two datapoints, which once decoded, mixes to-
gether the semantic features from the two datapoints in a meaningful and plausible manner (Berth-
elot et al., 2018). The ability for a latent model to interpolate well is important for a number of
reasons:

1. From a geometric point of view it shows that the manifold has been disentangled, and repre-
sented in a linear manner (Bengio, 2019). That the data manifold is now a convex set.! This
geometric interpretation is detailed schematically in Figure 4.3.

2. It shows that the model has learnt the key concepts of the dataset, or “structure” as it is re-
ferred to in Berthelot et al. (2018). Rather than learn a simple mapping from each datapoint
to its unique position in the latent space and back, the model has learnt a reverse mapping
that can generalise well.

3. When forming a meaningful model of the world it is important to allow easy interaction with
the key concepts of the world. Latent interpolation is the easiest possible way to allow for
the exploration of these complex concepts.

We found that running the vanilla VQ-VAE produced extremely poor interpolation results Figure 4.4
a) details an example interpolation between 2 datapoints. This is understandable, as the codebook
has no semantic structure with respect to the codebook indices therefore, moving linearly through
this space will not yield plausible results.? Adding a small amount of noise (¢ = 0.5) to the VQ
assignment yielded a marked improvement to the interpolation results, detailed in Figure 4.4
b) and c¢). This is thanks to the added semantic structure to the codebook, detailed in 4.2 and
may be also due to the constraint on the latent space forcing the model to extract and represent
higher level concepts to a greater extent. Analysing the interpolations closer however, suggests
that these interpolations might not be gradually changing concepts and that instead they appear
to be resembling what an interpolation in data space may appear like, i.e. the gradual superposi-
tion of the final image onto the other. This needs to be investigated further and is left for future work.

!Let S be an affine space, and C' C S. C'is a convex set if VoVy € C all points on the linear interpolation
between x and y are in C' (Carla C. Morris, 2015)

2However, interpolating in the continuous space (i.e. before VQ) also demonstrated VQ-VAE’s poor interpo-
lability, with Berthelot et al. (2018) liking the model to a vanilla autoencoder.
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((a)) Bottom o = 0 ((b)) Topo =0

((c)) Bottom o = 0.2 ((d)) Topo =0.2

((e)) Bottom o = 1.5 (O) Topo=1.5

Figure 4.2: PCA projections of the learned 512 codebook vectors with varying amounts of noise after 50
epochs trained on the CelebA dataset (Liu et al., 2015). The left column represents the bottom codebook
and the right column represents the top codebook. Plots a) and b) are for 0 noise (the standard VQ-VAE),
¢) and d) are for a small amount of injected noise (o = 0.2), and e) and f) represent a large amount of
injected noise (o = 1.5)

4.4 ANALYSIS ON DOWNSTREAM TASKS

Analysing the performance of a simple classifier trained on the latent space created by an au-
toencoder is a common method to determine the quality of the extracted representations (Coates
et al., 2011; Berthelot et al., 2018)3. The reason this is an effective method of classifier assessment
is that a good representation disentangles concepts and presents them in an easier to interpret
(and so easier to classify) manner. We trained a standard VQ-VAE-2 model on our custom subset
of ImageNet, NaturallmageNet (detailed in Section 3.3), with a varying amount of quantisation
noise (method detailed in Section 3.1). A simple classifier was trained on the latent space with
5-fold cross-validation. It is important to note that the classifier was not tuned and that the initial

%A good representation was defined by Ian Goodfellow, Aaron Courville and Yoshua Bengio in their book
Deep Learning to be “one that makes a subsequent learning task easier” (Goodfellow et al., 2016)
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. I et i b
((a)) Interpolation with an entangled ((b)) Interpolation when the manifold
manifold is laid out in a linear manner

Figure 4.3: Schematic detailing the link between latent interpolation and the level of disentanglement
in the latent space. Note that the maroon thick line represents the data manifold. a) details how when
the manifold remains entangled, linearly interpolating between two datapoints, in this case faces from the
CelebA dataset, yields meaningless decoded outputs due to the linear interpolation not lying on the man-
ifold. b) details when the manifold has been disentangled and exists in a linear form, linear interpolation
between datapoints yields semantically meaningful results. The interpolation results have been taken from
a) a vanilla VQ-VAE and b) a VQ-VAE with o = 0.5

((c))

Figure 4.4: Interpolation results with the CelebA dataset. a) standard VQ-VAE-2 with no noise injected b)
and c) with noise injected (¢ = 0.5
)
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hyper-parameters were used because this study was performed purely for the comparison between
different VQ-VAE formulations and for nothing else.
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Figure 4.5: Plots of the test accuracy after a simple model was trained with 5 fold cross validation to classify
the classes of a latent representation of NaturallmagNet generated by a VQ-VAE-2 model with increasing
amounts on noise (please see Section 3.1 for implementation of noise.). a) is when the classifier was fitted
to the top latent tier of the VQ-VAE-2 and b is for the bottom tier.

Figure 4.5 details the effect that adding noise to the quantisation step during training has on the
quality of the latent space. There is a clear trend, which shows improvement of classification accuracy
as the addition of noise during training is increased. Classification accuracy improved from ~15% to
~35% test accuracy as sigma transitioned from o = 0 (vanilla VQ-VAE-2) to ¢ = 1.0. An important
point is that when no noise was added, i.e. the standard VQ-VAE-2, the classification accuracy was
extremely poor: the classifier simply predicted most of the data instances as a “Ladybug”, the largest
class in the dataset. This is illustrated by the confusion matrix in Figure 4.6a) and suggests that
the quality of the representations extracted by the standard VQ-VAE-2 are poor with the resulting
classifier’s predictions being little or no better than random. The confusion matrix of 4.6 b), however,
illustrates the beneficial effect on classifier prediction of adding noise (¢ = 1). Figure 4.6 b) contrasts
with a) in that the highest counts now clearly correlate to correct predictions made by the classifier.
Interestingly, this beneficial effect of noise addition appears to plateau at o = 1.0. The mechanisms
behind this beneficial effect on the classifier and the shape of the test accuracy plots have not been
elucidated. One possible explanation might be that the injection of small amounts of noise enforces
some form of semantic structure, but increasing the amount of noise injected above the plateau fails
to yield another tier of higher level structuring. However, this will need to be investigated further
and is left for future work. The results of the current experiment, combined with the effects noted
on the reconstructions detailed in Section 4.5, suggest that a ¢ = 1.0 can be considered as optimal
for this model.

4.5 EFFECT OF INJECTED NOISE ON RECONSTRUCTED IMAGE QUALITY

As with VAEs, injecting noise reduces the quality of the reconstructed data*. It is important to analyse
the extent to which the quantisation noise affects the quality of the output images. Figure 4.7 details
the effect that an increasing amount of noise has on the reconstruction loss. Due to a constraint on
compute resources, repeat experiments were not a feasible option. As a result, the trend is extremely
sporadic, however, a slight increase in reconstruction loss can be seen for both test and train cases. It
also may be inferred that with the addition of a small amount of noise (up to o = 1.0) little increase

*With VAEs as detail in Section 2.3. The injected noise is a result of the reparamaterisation trick, simulating
sampling from the approximated posterior, a simple Gaussian distribution. Sampling from the posterior, as
opposed to a deterministic procedure, results in reduced quality reconstructions as the decoder has to infer
the data modality of the posterior. The larger the variance of the posterior (or more added noise through the
reparamaterisation trick) the more the posterior distributions overlap and the more likely the decoder can infer
the wrong concept and so reconstruct something different from the input.
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in reconstruction loss is observed, whereas increasing the noise beyond this point appears associated
with increase in the reconstruction losses (Train and Test) to a greater extent. This inference is
backed up by analysing the reconstructed images directly. These are detailed in Figure 4.8 where on
close inspection, the reconstructed images from the model with ¢ = 1.0, appear to be of a similar
quality as the input images whereas the reconstructed images from the model with ¢ = 1.8 are more
blurry. This is more apparent when the images are viewed at their full resolution. It is important to
note, that the quantisation noise is only applied during training, and at test time no quantisation
re-assignment takes place.
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Figure 4.7: Plot detailing the reconstruction loss (test and train) for VQ-VAE-2 with a varying amounts of
injected quantisation noise, o. It is important to note that this noise is not injected at test time (quantisation
noise only injected during training).

4.6 QUALITY OF GENERATED IMAGES

The quality of generated images of both the standard VQ-VAE-2 and a VQ-VAE-2 with injected noise
of o = 0.5 were analysed. 2 sets of top and bottom autoregressive PixelCNN priors were fitted to the
standard and noise injected latent spaces for the FFHQ dataset and trained for a total of 32 training
days®. Due to compute constraints this experiment was not repeated or extended to other datasets.
Inspecting Figure 4.9 qualitatively it appears that injecting the noise to the VQ-VAE-2 has not yielded
a significant increase in generated image quality, suggesting that unfortunately the quantisation
noise did not make the autoregressive model’s job of fitting the latent space any easier. This may be
attributed to autoregressive models being very good at modelling unordered discrete distributions,
as is the case for language models (Please see section 2.4.2).

4.7 GAN PRIOR RESULTS

This section details our attempts to fit a GAN as the prior to the latent space, i.e replace the
PixelSNAIL. Please see Section 3.2 for a description of the implementation. Despite considerable
efforts, no implemented formulation of the PGAN, trained on the latent space generated by the
standard VQ-VAE-2, yielded even remotely convincing generated images. All generated latents once
decoded resembled white noise, an example of such an image is shown in Figure. 4.10a). However,
in contrast, when the same PGAN model was trained on the top and bottom latent space of the
VQ-VAE-2 with quantisation noise (o = 0.5), the images, while still of poor quality when compared
to the state of the art or when an autoregressive PixelSnail is fitted to the latent space, are markedly
improved. Figure 4.10 details a sample of these generated images. This suggests that adding
quantisation noise during training yields a representation of the data which is easier for a GAN to
model. Time restrictions on this project prevented further investigation, for example of different

®Each of the 4 Pixel CNN models was trained for 8 days on a Nvidia TITAN XP 12GB
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() oc=138 ]

Figure 4.8: Three figures detailing the input image (top row) and reconstructed image (bottom row) for
VQ-VAE-2 models which were trained with varying amounts of noise after a compression of 35x. All models
were trained for 50 epochs. The reconstructions were from a test set (which was not trained from) from
the NaturallmageNet (please see section 3.3).

levels of sigma and this is left for future work. Nevertheless, this work demonstrates proof of concept
for the use of a GAN in this context. Using a GAN as the prior also yielded a reduction in training
time of 75% (8 days per Pixel prior tier to train compared to 2 days per PGAN prior tier to train)
and dramatically increased the speed at which new samples could be generated. This is because the
GAN produces a sample with one forward pass through the network where as the autoregressive
models have to sequentially generate each individual latent/pixel conditioned on all previous pixels,
an extremely slow process.

4.8 LATENT SPACE VISUAL ANALYSIS

A side effect of forcing semantic continuity in the codebook is that visualisation of the latent codes
conveys some description of the type of information which is being encoded. Therefore, if the
codebook vectors are assigned a grey scale value, ranging from 0 to k& (512 for all experiments in this
project) they form an image which can be qualitatively analysed. Visual qualitative analysis of the
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((@)

Figure 4.9: Images sampled from a) VQ-VAE-2 with noise addition (¢ = 0.5) b) Vanilla VQ-VAE-2 after
identical PixelCNN models have been fitted.

generated latents enabled insights into the compression process. For example, if the latent images
appeared very similar to the image that was being encoded, this clearly showed that the bottom
latent was only encoding very local information. Figure 4.11 details the top and bottom latents for
3 data instances, for the vanilla VQ-VAE-2 (Figure 4.11a)) and a VQ-VAE-2 with o = 0.5 of injected
quantisation noise (Figure 4.11b)). Figure 4.11c) illustrates an additional issue with the VQ-VAE-2
set up that was highlighted for us when visualising the latent space in this manner. First detailed in
(Dhariwal et al., 2020), namely, if the constraint on the top latent is too severe, the VQ-VAE-2 might
completely bypass the top latent and would not be forced to learn the higher level representations
required to utilise the more constrictive bottleneck. This effect can be seen in Figure 4.11c), where
the top latent transfers little to no information, and all the information is passed through the bottom
latent. This is a problem as the model no longer learns the high level representations. During this
study, with limited time to re-run experiments, this effect occurred intermittently and no pattern
or explanation for its occurrence was discovered apart from that the the tighter the constraint on
the top latent the more likely it was to happen. Further investigation of this phenomenon is left for
future work.

44



Chapter 4. Results and Discussion 4.9. VQ-VAES FOR REPRESENTATIONS

((a))
Vanilla
VQ-VAE-2
(c=0)

Figure 4.10: Generated images after fitting the experimental PGAN to the top and bottom latent space
generated from a) the vanilla VQ-VAE-2 (please note that this image is representative of all the generated
images) and b) a VQ-VAE-2 with the addition of ¢ = 0.5 to the quantisation assignment during training.

4.9 A REFLECTION ON VQ-VAES FOR REPRESENTATION LEARNING

4.9.1 SPACE CONSTRAINT

As detailed in section 2.3.3, imposing a bottleneck on the flow of data in the form of a constriction
on the volume of space in which the information can be represented is an effective way of extracting
meaningful features and also encourages smooth representations. To this end the constraint imposed
by the VQ-VAE with and without quantisation is analysed.

Thanks to the Dk (Qq(z | x)||P(z)) term, VAE latent spaces are constrained to a given volume,
dictated by the prior. This acts as a constraint yielding useful representations (see Section 2.3.3
for a detailed explanation). VQ-VAE latent spaces are however not so tightly constrained. Take
a codebook, with vectors that occupy a finite volume V, thanks to the commitment loss, encoder
outputs are encouraged to move towards the codebook vector to which they were assigned. The
codebook can therefore be viewed as constraining the encoder output space. There is, however, an
issue, that the codebook vectors are themselves updated towards the encoder outputs with every
training iteration, through the EMA update, detailed in Section 2.4.4 and hence the codebook space
is not static (in contrast to the prior in VAEs). A consequence of this is that as the VQ-VAE is trained
with the objective to minimise the reconstruction loss, it favours a more expressive and so less
regularised space. This corresponds to increasing the encoder magnitudes outside the volume V.
If encoder vectors lie outside of V' then at the next EMA update the codebook vectors will move
out and will thereby expand V. As the VQ-VAE is trained via iterative stochastic gradient descent
techniques, a step wise expansion of the latent space could occur, reducing the level of regularisation
enforced. Now while this is good for the reconstruction capabilities of the model, it is bad for the
model’s ability to extract meaningful representations, which relies on a restrictive bottle neck.

It can be hypothesised that the addition of quantisation noise restricts this expansion. The effect of
quantisation noise is that discrete representations can be interchanged with some given probability,
this favours the discrete concepts occupying a small volume of space, so that if a swap occurs, the
resultant change in representation is small and so results in only a small effect on the reconstruction
quality. This can be viewed as confining the bottleneck to a smaller space and therefore yielding the
superior representations which have been demonstrated in this work.
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H

) o=05

((c)) An example of when the top latent was ig-
nored/bypassed by the VQ-VAE

Figure 4.11: Visualisation of 3 data instance examples of the top (top row) and bottom (bottom row)latent
representations generated from; a) vanilla VQ-VAE-2 b) VQ-VAE-2 with a small amount of quantisation
noise and c) latents taken from a VQ-VAE-2 model which has completely avoided utilising the top latent.

4.9.2 CONTINUITY CONSTRAINT

VAEs ensure similarity preservation in the latent space, i.e. points close in the data space are also
close in the latent space, referred to in Section 2.3.3 as continuity, this is achieved by forcing the
posterior to be squeezed into the prior. As depicted in 2.9 this forces posterior distributions for
different data modalities to overlap, yielding an optimal latent space, where concepts near each
other in the latent space are also near each other in the data space once decoded. Wu & Flierl (2020)
argues that vector quantisation acts as a form of regularisation which favours continuity. This can be
argued from a visual perspective, detailed in Figure 4.12. Assuming a very high capacity decoder, it
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can be seen that a regular autoencoder with a standard bottleneck has no constraint to structure the
latent space, and that an essentially random latent space can yield optimal reconstructions. This is
because the decoder can infer the exact reconstruction from the latent (this point is argued in Section
2.2.2). With a VQ layer the encoder can only map to a set amount of latents. As a result, if the
latent space is constructed in a random manner (as seen in Figure 4.12b) two inputs of very different
modalities will be mapped to the same codebook vector. As the decoder is a deterministic function
this means that the best the decoder can do in this circumstance is output a reconstruction which
is an average in some form of the two very different data instances. Figure 4.12c¢) demonstrates
a solution with a lower reconstruction loss where the latent space is constructed with continuity
allowing the decoder to make better reconstruction predictions. Building on this point, in the same
way with $-VAE the beta parameter controls the extent of posterior overlap and so quality of latent
space/representations formed, it can be argued that increasing the number of codebook vectors, K,
can be viewed as having the inverse effect of increasing 3. The reason for this is that when K is
low the data instances will have to share more discrete latent representations than when K is high.
Therefore, an optimal solution would be one where continuity is enforced, and that the extent to
which it is enforced is inversely proportional to the value of K. This can be seen from an information
perspective where the value of K controls the number of bits transferred through the bottleneck,
log, (K) detailed further in Section 2.4.

The addition of the quantisation noise enforces this constraint to a greater extent. Introducing quan-
tisation noise during VQ results in there being a chance that a representation in the discrete quantised
space being swapped to a neighbouring discrete representation. As detailed in section 4.8 an optimal
latent space trained with quantisation noise will possess continuity (as swapping dissimilar concepts
will have a more severe effect on reconstruction loss that swapping similar concepts). The quan-
tisation noise, in a VAE setting, can be viewed as increasing the variance of the posteriors and so
increasing the extent of which they overlap, therefore having a similar effect as increasing the value
of 3.

Input

Input

Encoder Mapping
Encoder Mapping

Latent Space

Quantization

Latent Space

Discrete Latent Space

Decoder Mapping Decoder Mapping

Output Output

((a)) Standard Autoencoder ((b)) Non optimal VQ-VAE

Input

1/ Encoder Mapping
Latent Space

\ Quantization

Discrete Latent Space
1 Decoder Mapping

—e0@————— @ Output
((¢)) Optimal VQ-VAE

Figure 4.12: Schematic detailing the similarity preservation mapping properties of vector quantisation.
Assuming a very high capacity decoder, a) details how an autoencoder can be optimal, independent of the
structure of the latent space b) demonstrates that if the latent space of a VQ-VAE is not constructed in a
manner which preserves similarity, the decoder outputs will be sub-optimal ¢) depicts how constructing a
latent space with similarity preservation results in optimal data likelihood. Figures taken from (Wu & Flierl,
2020)
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Chapter 5

Conclusions and Future Work

We present two main novel contributions:

1. A new modification to the VQ-VAE training procedure which, through the addition of
quantisation noise to the VQ-VAE, results in a soft vector assignment over the codebook
vectors. This imposes a high-level structure on the codebook vectors of the VQ-VAE, with the
consequences of yielding more interpretable and useful representations along with a latent
space which possesses continuity. We have demonstrated these properties through a range of
quantitative and qualitative experiments and our discussion covers potential causal factors
for the observed improvements from a theoretical perspective which draws inspiration from
VAE theory.

2. To the best of our knowledge we are the first to demonstrate that replacement of the power-
ful autoregressive PixelSNAIL prior with an alternative generative model, in this case a novel
formulation of the Progressive Growing GAN, can successfully fit the VQ-VAE-2 hierachael
latent space. This is a significant contribution to the field of VQ-VAEs as it demonstrates
flexibility in the way these representations can be used. The PGAN prior, while cur-
rently producing data instances of reduced quality, compared to the PixelSNAIL, is markedly
faster to train (75% reduction in computational time) and significantly faster to sample from.

This work makes progress towards extracting meaningful representations and forming mental
models of high resolution and complex worlds. A disentangled mental model of the world will allow
artificial agents to reason at a higher level and internally simulate and evaluate policies and theories
through the process of imagination and dreaming. Providing Al with these capabilities is a necessary
step if a higher level of cognition and generalisability of understanding is to be achieved.

There are numerous avenues for further work, in adapting VQ-VAEs to form mental models for ar-
tificial agents. The first is to replace the VAE in the world model architectures developed in (Ha
& Schmidhuber, 2018; Hafner et al., 2019) with a VQ-VAE. This will directly highlight the prob-
lems which need to be overcome to enable VQ-VAEs to form useful world models. The following
list enumerates aspects of VQ-VAEs where current inadequacies of function suggest potential future
improvements and topics for future research:

1. Problems extracting higher levels of representation. As alluded to in section 2.4.5 and
4.8, to extract a very high level concept through autoencoder based methods, a very con-
strictive bottle neck is required. However, with the current VQ-VAE-2 formulation, increasing
constriction of the top tier results in the model learning to ignore the top latent and instead
to push all the information through the less constrictive lower tiers. By this process the
model avoids having to learn the higher level representations. This was combated in (Dhari-
wal et al., 2020) through forming a separated VQ-VAE for each tier and then combining
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the latent spaces. Preliminary studies conducted using this adapted approach have shown
promising results with higher levels of compression being possible.

. Engineered Architecture. A systematic study of neural network architecture tailored for the

VQ-VAE needs to be conducted. Demonstrated in (Vahdat & Kautz, 2020), the benefits of fine
tuning all aspects of the architecture, down to the type of activations and the order in which
they are arranged, can result in significant improvements.

. Moving on from mean squared error? Minimising the difference in pixel values of the

input and reconstructed data instances has yielded promising results so far. However, it has
limitations. The issue is that all aspects of the data are valued equally by this approach, re-
gardless of which parts of the data are relevant/irrelevant to understanding the world/task at
hand (please see section 2.1.3 and Figure 2.3 for more). The introduction of a new objective,
perhaps one which contains a learning signal indicating the likely usefulness of particular
representations (perhaps the reward from a reinforcement learning agent operating in the
latent space), could be a potential solution.

. Further regularisation. VQ-VAEs require powerful, state of the art and computationally

burdensome autoregressive (or as shown in this study GAN) priors to be fitted to the latent
space. This contrasts to VAE’s static gaussian prior. A danger with swapping from VAEs
to VQ-VAEs in world model architectures is that the added complexity of the latent space
that is formed (requiring powerful priors) will cancel out the benefits that VQ-VAEs provide.
Therefore, efforts to further regularise the VQ-VAE, with the result of a more simple prior
being sufficient, are required.
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Chapter 6

Appendix

6.1 MODEL ARCHITECTURES

Table 6.1: Pixel autoregressive priors

Top Prior (32x32)

Bottom Prior (64x64)

Input dimensions 32x32 64x64
Residual channels 256 256
Pixel blocks 4 4
Residual blocks per Pixel block 4 4
Conv layers per residual block 2 2
Conditional Residual blocks 0 3
Attention Layers 4 0
Convolutional Kernel size 5 5
Drop out 0.1 0.1
Learning Rate 0.0003 0.0003
Table 6.2: VQ-VAE-2
VQ-VAE-2
Input dimensions 256x256
Latent tiers 64x64, 32x32
0.25
Residual channels 128
Residual blocks 2
Number of Conv layers per residual block 2
Decoder upsampling Convolutional Kernel size 4
Encoder Convolutional Kernel size 3
Total number of conv layers Encoder 25
Total number of conv layers Decoder 12
Codebook size (K) 512
Codebook dimension (D) 64
Learning Rate 0.0003
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Table 6.3: Progressive GAN priors. Note the Generator and Discriminator mirror each other execept for the
input and output layers

Top GAN (32x32) Bottom GAN (64x64)

Latent dimensions 32x32 64x64

Number of scales 4 5

Training steps per scale [48000,96000 [48000,48000,96000
,96000,200000] ,96000,200000]

Number of channels at each scale [512, 256, 64, 32] [512, 256, 64, 32, 16]

Minibatch size at each scale [256, 256, 128, 20] [256, 256, 128, 15, 15]

Sampled noise latent vector 512 512

Loss mode WGAN-GP WGAN-GP

Residual layers per scale 4 4

Conditional Residual blocks 0 4

Self attention layers 1 1

Convolutional Kernel size 3 3

Encoder output activation Linear Linear

Learning Rate Encoder 0.0001 0.0001

Learning Rate Decoder 0.0004 0.0004

6.2 ETHICAL CONSIDERATION

6.2.1 ENVIRONMENTAL CONSIDERATIONS

Experiments were conducted using a range of Imperial computing infrastructure, which was esti-
mated to have a carbon efficiency of 0.432 kgCO.,eq/kWh, the European average (car, 2020). A
cumulative of 6792 hours of computation was performed on a TITAN X Pascal. Total emissions are
estimated to be 733.54 kgCO,eq. Estimations were conducted using the MachineLearning Impact cal-
culator presented in Lacoste et al. (2019). This is marginally more than the estimated CO2 emission
of a single economy-class return flight from London to New York !

6.2.2 DATASETS USED
A range of datasets were used in this project.

1. FFHQ: all images are covered by either the Creative Commons BY 2.0, Creative Commons
BY-NC 2.0, Public Domain Mark 1.0, Public Domain CCO 1.0, or U.S. Government Works
license. This allows for the use, redistribution and adaption of all images for non-commercial
purposes.

2. CelebA: although no evidence of any license was found, in the “agreement” section on the
dataset website it states that this dataset can only be used for non-commercial research(Liu
et al., 2015).

3. ImageNet: No explicit license can be found for the ImageNet dataset. This maybe due to the
dataset simply providing the URLs to the images which can then be downloaded. Considering
people do feature in the images, the legality into the dataset should be further investigated.

6.2.3 ETHICAL CHECKLIST

! According to the International Civil Aviation Organization (ICAO)
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Yes

No

comments

Section 1: HUMAN EMBRYOS/FOETUSES

Does your project involve Human Embryonic Stem
Cells?

Does your project involve the use of human em-
bryos?

Does your project involve the use of human foetal
tissues / cells?

Section 2: HUMANS

Does your project involve human participants?

Section 3: HUMAN CELLS / TISSUES

Does your project involve human cells or tissues?
(Other than from "Human Embryos/Foetuses” i.e.
Section 1)?

Section 4: PROTECTION OF PERSONAL DATA

Does your project involve personal data collection
and/or processing?

Two datasets involving human
faces are processed/trained on

Does it involve the collection and/or processing of
sensitive personal data (e.g. health, sexual lifestyle,
ethnicity, political opinion, religious or philosophical
conviction)?

Machine Learning algorithms
can easily infer the ethnicity
of the face that it is being pro-
cessed. Classifying race counts
as processing

Does it involve processing of genetic information?

Does it involve tracking or observation of partici-
pants? It should be noted that this issue is not lim-
ited to surveillance or localization data. It also ap-
plies to Wan data such as IP address, MACs, cookies
etc.

Does your project involve further processing of pre-
viously collected personal data (secondary use)? For
example Does your project involve merging existing
data sets?

The datasets CelebA and FFHQ
are trained on. Along with a sub-
set of ImageNet is created featur-
ing non human animals

Section 5: ANIMALS

Does your project involve animals?

Section 6: DEVELOPING COUNTRIES

Does your project involve developing countries?

If your project involves low and/or lower-middle
income countries, are any benefit-sharing actions
planned?

Could the situation in the country put the individuals
taking part in the project at risk?

Section 7: ENVIRONMENTAL PROTECTION AND
SAFETY

Does your project involve the use of elements that
may cause harm to the environment, animals or
plants?

Training large models on GPUs
takes a considerable amount of
energy, which in the UK, a por-
tion of which is generated from
an unsustainable source. See
section

Does your project deal with endangered fauna
and/or flora /protected areas?

Does your project involve the use of elements that
may cause harm to humans, including project staff?

Does your project involve other harmful materials or
equipment, e.g. high-powered laser systems?

Table 6.4: Ethics Checklist, part 1. Adapted from the Imperial College Department of Computing website
https://www.doc.ic.ac.uk/lab/msc-projects/ethics-checklist.xlsx.
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6.2. ETHICAL CONSIDERATION

Yes

No

comments

Section 8: DUAL USE

Does your project have the potential for military ap-
plications?

As detailed in depth in this re-
port high-level representations
and explicit mental models are
required for higher level rea-
son. To this end this project
contributes to a final product
that could be used for military
purposes, such as automated
drones.

Does your project have an exclusive civilian applica-
tion focus?

Will your project use or produce goods or informa-
tion that will require export licenses in accordance
with legislation on dual use items?

Does your project affect current standards in military
ethics ? e.g., global ban on weapons of mass destruc-
tion, issues of proportionality, discrimination of com-
batants and accountability in drone and autonomous
robotics developments, incendiary or laser weapons?

Section 9: MIS USE

Does your project have the potential for malevo-
lent/criminal/terrorist abuse?

Does your project involve information on/or the
use of biological-, chemical-, nuclear/radiological-
security sensitive materials and explosives, and
means of their delivery?

Does your project involve the development of tech-
nologies or the creation of information that could
have severe negative impacts on human rights stan-
dards (e.g. privacy, stigmatization, discrimination),
if misapplied?

This report endeavours to make
progress towards a higher level
of automated reasoning, there-
fore could end up helping the
development of oppressive tech-
nologies

Does your project have the potential for terrorist
or criminal abuse e.g. infrastructural vulnerability
studies, cybersecurity related project?

SECTION 10: LEGAL ISSUES

Will your project use or produce software for which
there are copyright licensing implications?

Will your project use or produce goods or informa-
tion for which there are data protection, or other le-
gal implications?

SECTION 11: OTHER ETHICS ISSUES

Are there any other ethics issues that should be taken
into consideration?

Table 6.5: Ethics Checklist, part 2. Adapted from the Imperial College Department of Computing website
https://www.doc.ic.ac.uk/lab/msc-projects/ethics-checklist.xlsx.
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